
D
Sys

t

RAM Memory
tem: Lecture 2

Spring 2003

Bruce Jacob
David Wang

University of
Maryland

DRAM Circuit and 
Architecture Basics

• Overview

• Terminology

• Access Protocol

• Architecture
Storage elemen

Switching 
element

Bit Line

Word Line
(capacitor)



D
Sys

... Bit Lines...

Memory
Array

DRAM

Sense Amps

olumn Decoder
RAM Memory
tem: Lecture 2

Spring 2003

Bruce Jacob
David Wang

University of
Maryland

DRAM Circuit Basics

DRAM Cell

R
ow

 D
ec

o
d

er

. .
. W

o
rd

 L
in

es
 ..

.

Storage element

Switching 
element

Bit Line

Word Line Data In/Out
Buffers

C
(capacitor)



D
Sys

Row, B

 node
 node
RAM Memory
tem: Lecture 2

Spring 2003

Bruce Jacob
David Wang

University of
Maryland

itlines and Wordlines DRAM Circuit Basics

“Row” Defined

Bit Lines

Word Line

“Row” of DRAM

Row Size: 8 Kb @ 256 Mb SDRAM
4 Kb @ 256 Mb RDRAM
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he data is valid on ALL of 
 lines, you can select a 
 of the bits and send them 
output buffers ... CAS 
ne of the bits

nt: cannot do another 
r precharge of the lines 
ished reading the column 

. can’t change the values 
 bit lines or the output of 
se amps until it has been 

y the memory controller

DRAM Circuit Basics

“Column” Defined

“One Row” of DRAM

Column: Smallest addressable quantity of

SDRAM*: column size == chip data bus w
RDRAM: column size != chip data bus wid

4 bit wide columns

SDRAM*: get “n” columns per access. n =
RDRAM: get 1 column per access. 

#2 #3 #4 #5#0 #1

* SDRAM means SDRAM and variants. i.e
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CASL: Column Address Strobe Latency

CL: Column Address Strobe Latency
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How fast can I move data from DR
memory controller? 

RAC (Random Access Delay)
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RC (Row Cycle Time)

BUS
MEMORY

CONTROLLERCPU

R
ow

 D
ec

o
d

er

. .
. W

o
rd

 L
in

es
 ..

.

Data In/Out
Buffers

C

 tRC = tRAS + tRP 



D
Sys

ary I

Cycle Time

Precharge Delay

dom Access Delay

umn Address Strobe

 Address Strobe

tems designers
ctuers

hitect:
d code 

t traversal

 Command Delay
RAM Memory
tem: Lecture 2

Spring 2003

Bruce Jacob
David Wang

University of
Maryland

DRAM “Speed” Summ

What do I care about?

RC :Row 

 tRC = tRAS + tRP 

RP :Row 

 tRP 

RAC :Ran

 tRAC = tRCD + tCAS 

CAS: Col

 tCAS 

RAS: Row

 tRCD Seen in ads.
Easy to explain

Embedded sys
DRAM manufa

Computer Arc
Latency boun
i.e. linked lis

Easy to sell

RCD: Row
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DRAM “Speed” Summ

DRAM Type Frequency
Data Bus 
Width 
(per chip)

Peak Data 
Bandwidth 
(per Chip)

Rand
Acce
Time

PC133 
SDRAM

133 16 200 MB/s 45 ns

DDR 266 133 * 2 16 532 MB/s 45 ns

PC800
RDRAM 

400 * 2 16 1.6 GB/s 60 ns

FCRAM 200 * 2 16 0.8 GB/s 25 ns

RLDRAM 300 * 2 32 2.4 GB/s 25 ns

DRAM is “slow”
But doesn’t have
tRC < 10ns achiev

Higher die cost 

Not commodity Ex

Not adopted i
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 “latency” isn’t 
inistic because of CAS or 
AS, and there may be 

ant queuing delays within 
U and the memory 

ller
ransaction has some 
ad. Some types of 
ad cannot be pipelined. 
eans that in general, 
 bursts are more efficient.

“DRAM latency”

B

C
D

E

F

A

CPU Mem
Controller

A: Transaction request may be delayed in Q
B: Transaction request sent to Memory Con
C: Transaction converted to Command Seq

(may be 
D: Command/s Sent to DRAM
E1: Requires only a CAS or
E2: Requires RAS + CAS or

F: Transaction sent back to CPU

“DRAM Latency” = A + B + C + D + E + F

E3: Requires PRE + RAS + CAS
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DRAM Architecture Ba

PHYSICAL ORGANIZATION

This is per bank …
Typical DRAMs have 2+ banks
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RAM’s inception, there 
een a stream of changes 
design, from FPM to EDO 
t EDO to SDRAM. the 

es are largely structural 
ations -- nimor -- that 

THROUGHPUT.

s FPM up to SDRAM

hing up to and including 
M has been relatively 
nsive, especially when 
ering the pay-off (FPM 
sentially free, EDO cost a 
BEDO cost a counter, 

M cost a slight re-design). 
er, we’re run out of “free” 
and now all changes are 
ered expensive ... thus 
s no consensus on new 
ns and myriad of choices 
peared

TENCY mods starting 
SDRAM ... and then the 
FACE mods ]

DRAM Evolutionary Tr

(Mostly) Structural Modifications

Interface Modifications

Conventional

FPM EDO ESDRA

Rambus

. . . . 

MOSY

FCRA

VCDRTargeting Throughput

Targeting Throughput

DRAM

SDRAMP/BEDO
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ime for driving the output 
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enefit: frees up the CPU 
ory controller from 

 to control the DRAM’s 
l latches directly ... the 

ller/CPU can go off and do 
hings during the idle 
 instead of “wait” ... even 
 the time-to-first-word 
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 latch on EDO allowed you 
t CAS sooner for next 
s (to same row)

hole row in ESDRAM -- 
 you to start precharge & 
ooner for thee next page 
 -- HIDE THE 

HARGE OVERHEAD.
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 takes this one step 
 ... DRAM with an SRAM 
ce & speed but DRAM 
 

al partitioning: 72 banks]

fresh -- how to do this 
arently? the logic moves 
h the arrays, refreshing 
hen not active.

at is one bank gets 
ed access for a long 
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)
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