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Abstract 
 

In this paper, we propose an approach to segment 
the multiple objects in video. For a video sequence with 
stationary background, our approach combines the 
feature points with the color and contrast information 
to extract the multiple objects of different sizes. The 
idea is that the local features of the feature points are 
more robust than that of the pixels, and more accurate 
than the global color feature. So we integrate the local 
cues of the feature points into the basic color model in 
graph cut. Our method matches the feature points in 
the known background and the current image, and 
classifies them in three categories. Then the influences 
to their neighbor pixels are computed according to the 
category, and integrated in the pixels' color model. The 
max-flow algorithm is applied to obtain the last result 
of the segmentation. Experimental results demonstrate 
the effectiveness of our approach. 
 
1. Introduction 
 

Finding the moving objects in the image sequences 
is one of the basic tasks in computer vision. The 
common applications in computer vision including 
video surveillance, visual tracking, crowd density 
estimation, traffic flow analysis, intelligent user 
interfaces, need to detect the moving objects first. And 
the detection and segmentation of the moving objects 
with a stationary camera is widely useful in most 
applications, which is focused in this paper.  

Background subtraction is usually used to deal with 
the problem, which detect the foreground objects by 
comparing the background image with the current 
image. But there are two issues hard to deal with: 1) the 
threshold to decide the background/foreground objects 
is sensitive to noise, for there are luminance changes in 
the real scenarios. 2) the color of the background and 
foreground objects may be similar, which could result 
in the holes in the foreground objects. 
 

 
1.1 Related work 
 

Some more complex methods have been proposed 
by modeling the background. The existing moving 
objects detection techniques can be classified into two 
categories: region-based methods and pixel-based 
methods. The first category methods always divide the 
image into many regions, and process them 
individually to avoid large amount of computation [1] 
[2]. But these approaches can not make an accurate 
segmentation for their results’ unit is block, which is 
coarser than pixel. In the methods of the second 
category, the single Gaussian model [3] or the 
Gaussian Mixture Model [4] only use the color as the 
feature in the model, which can not deal with the 
problem caused by similar color of the background and 
foreground objects as mentioned above. Meanwhile, 
the same problem appears in [5] [6] [7], which just use 
color feature in their models. Although [8] combines 
the motion and color features in the background model, 
the motion feature is not helpful to the segmentation. In 
[9], the feature points are used to represent the 
foreground objects, but they can not make up the 
complete boundaries of the foreground objects. 

As an important method in layer extraction, graph 
cut has been researched and applied in many 
applications in recent years[10] [11] [12]. Since graph 
cut combines the color and the contrast cues, it could 
obtain a more precise result than the models which just 
use color as the feature. In [11] and [13], the color term 
of the background is modeled integrating the global 
color model and pixel-based color model, and then 
graph cut is used to finish the segmentation. The above 
model is regarded as the basic model in this paper. 
Although it usually makes good segmentation results, 
when there are strong edges in the background, and the 
foreground objects are near the edges accidentally, the 
segmentation would always be attracted by the strong 
edges, and make a wrong boundary. So the contrast of 
the known background is used to attenuate the strong 
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edges in the background to resolve the problem [14]. 
Although the above graph cut methods have been 

applied in single foreground object segmentation, and 
got more or less satisfied results, our aim is to segment 
the multiple objects. It is not easy when there are 
multiple objects of different sizes, complex color and 
the discrepancy of the contrast on their boundaries. 
When we get the precise boundary on one object using 
a fixed contrast weight, it may not be proper for the 
other objects and made a wrong segmentation. So a 
more robust method is needed to solve the problem. 
 
1.2 Our approach 
 

In this paper, we propose a feature points matching 
based approach to deal with the above problem. The 
novel component is the feature points matching 
between the background image and the current image, 
and then the information could be combined into the 
color model to suppress the noise and increase the 
pixels’ probability as their right state 
(background/foreground object). In the basic model 
and the background cut model, the color term is mixed 
by the global color model and the pixel-based model, 
which represent the global color of the 
background/foreground objects and the color of the 
single pixel respectively. When it is used in multiple 
objects segmentation, there are two issues: (1) the 
global model usually contains ten to twenty Gaussian 
models. Although it is often enough for single object, it 
may not sufficient for multiple objects for they have 
more kinds of color, which makes the decrease of the 
robustness, and increases the probability of the noise. 

(2) different objects always have different sizes in 
image, and also different contrast strength. So it may 
be impossible to use the unified parameters to control 
the segmentation for all the objects and produce a 
satisfied result. The adjustment for different regions is 
needed to achieve the goal. 

The feature points and their descriptors can 
represent the information of the local patches, which 
could be combined with the global color model and 
pixel-based color model. If we match the feature points 
of the known background and the current image, as 
shown in Figure 1 (a), there would be three class 
feature points: 1) the green cross ones, which represent 
the matched feature points. 2) the red cross ones, which 
only appear in the current image, but not in the 
background image. And vise versa 3) the red circle 
ones. The first class feature points mean the pixels 
around them have a high probability as the background, 
while the second and the third class feature points 
usually mean the high probability as the foreground 
objects. As demonstrated in Figure 1 (a), although there 
are some exceptions of above assumption, the global 
distribution of the feature points agrees with our 
assumption. There are more first class (green) points in 
the background patches, and more second and third 
classes (red) points around the foreground objects. The 
distribution could more or less encode the real state of 
the pixels as background or foreground objects. In 
Figure 1 (c) there is some noise, which has been 
suppressed in Figure 1 (d). The dark areas mean the 
high probability as background, which are computed 
using the result of the feature points matching as shown 
in Figure 1 (a). 

    
(a)                 (b)                  (c)                  (d) 

Figure 1. (a) Result of feature points matching. (b) The magnified patch near the bus in (a). (c) The 
color probability of the current image in basic color model. (d) The color probability in our color 
model. 
 

The paper is organized as follows. In Section 2, we 
give notations and introduce the basic model and 
background cut model. In Section 3, we present our 
approach – feature points based matching model. 
Experimental results are shown in Section 4. Finally, 
we discuss the limitations of our current approach and 
give conclusion in Section 5. 
 
2. Basic model and background cut 
 

Let us denote the known background image by IB. 
And I is the current image to be processed. The image I 
can be expressed as an array I = (I1, …, In, …, IN). 
Foreground/background segmentation can be posed as 
a labeling problem, which is finding an array of 
“opacity” values X = (X1, …, Xn, …, XN) at each pixel. 
In the hard segmentation problem, Xn�{0,1}, with 1 
for foreground and 0 for background. The labeling X 
can be obtained by minimizing a Gibbs energy E(X) 
[15]: 
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U(X) is the color term, representing the cost when the 
label of the pixel n is xn. And V(X) is the smoothness 
(contrast) term, encoding the cost when the labels of 
adjacent pixels m and n are xm and xn respectively. C is 
the set of pairs of neighboring pixels. The parameter λ 
balances the influences of the two terms. 
 
2.1 Basic model 
 

The model in [13] is regarded as the basic model in 
this paper. The likelihoods for color in foreground are 
modeled using Gaussian mixtures in RGB color space, 
which is a global model. And the color model of the 
background is mixed by a global Gaussian mixture 
model and a per-pixel single Gaussian model. 

For the foreground color model, the energy U(xn) is 
defined as: 

       ( ) log ( | 1)n n nU x p I x= − =         (4) 
where 
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There are Kf Gaussian components in the foreground 
model, and f

kμ , f
k∑ , and f

kw  are the mean, variance 
and weight of the kth model respectively. The 
parameters could be learned from the foreground 
region which is labeled in advance or detected using a 
conservative threshold in background subtraction. 

For the background color model, U(xn) is defined as: 
             ( ) log ( | 0)n n nU x p I x= − =          (6) 

where ( | 0)np I x =  is mixed by a global color model 
and a pixel-based color model. 
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Kb, b
kw , b

kμ  and b
k∑  are the parameters of the global 

background color model, like the foreground color 
model. In the latter term, b

nμ  and b
n∑  are the mean 

and variance value of the single Gaussian model at 
pixel In. And α is the parameter to adjust the weight 
between the global model and the pixel-based model. 

The contrast energy V{n,m} is defined as: 
     2

{ , } ( , ) exp( || || )n m m n m nV x x I Iδ β= ⋅ − ⋅ −       (8) 
where δ is an indicator function. 
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And β is a robust parameter which can be set to β = 
(2·E(||Im – In||2))-1, and E(X) computes the expectation 
of X. 
 
2.2 Background cut 
 

Since the basic model does not discriminate the 
contrasts belonged to the background or to the 
foreground, the result of segmentation is prone to being 
attracted by the strong background contrasts, instead of 
the contrasts across the background/foreground 
boundaries. So [14] proposes an approach to attenuate 
the contrasts in the background, while preserving the 
contrasts of the background/foreground boundaries. 

The color energy U(X) is as the same as that in the 
basic model. But contrasts of the background are 
combined in the energy V{n,m}. Since the known 
background image is static, the color of pixels m and n 
could be obtained, which are denoted by b

mI  and b
nI . 

Then V{n,m} is defined as: 
2

{ , } ( , ) exp( || || )n m m n m n nmV x x I Iδ β θ= ⋅ − ⋅ − ⋅     (10) 
where 

      2 2
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and  
      max{|| ||, || ||}b b

nm n n m mz I I I I= − −       (12) 
The parameter K is used to adjust the attenuation 

strength. And σz could determine the amount of the 
contrast left in the contrast image. 
 
3. Feature points matching based objects 
segmentation 
 

Although the background cut method usually 
produces quite good result in single foreground object 
segmentation, there are still some problems in the 
multiple objects segmentation in outdoor video 
sequences. 1) Multiple objects always have more 
flexible colors than single object, so the foreground 
color model’s probability may not be accurate. 2) There 
are more kinds of the objects in the outdoor scenario 
which will make strong noise than in the indoor 
environment, such as the trees. 3) Multiple objects may 
have different contrast on their boundaries, so it is hard 
to find the appropriate parameters for all the objects to 
be segmented along the boundaries, while avoid the 
affection of the noises. It is more or less as shown in 
Figure 2. 
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(a)                    (b)                 (c)                  (d) 

     
(e)                    (f)                 (g)                  (h) 

     
(i)                    (j)                  (k)                 (l) 

Figure 2. Objects segmentation by different approaches 
 

Figure 2. (a) is the current image to be processed. 
Since the bus is near the trees, there is much noise. 
(b),(c),(d) are the results of the basic model, which are 
shown in different forms to give a clear representation. 
The noticeable regions in red circle demonstrate that 
the segmentation is prone to being attracted by strong 
contrasts. (e) and (f) are the results of background cut 
model. We can see that the segmentation avoids the 
strong background contrasts and makes a more 
accurate result. (g) and (h) are the results of the 
background cut model, which uses a stronger weight of 
contrast term to make the segmentation of bus more 
accurate. Although it achieves the goal, it makes a 
worse segmentation for the small size objects, whose 
boundaries are not as strong as the bus. The left 
person’s body, the middle one’s neck and the right 
one’s legs disappear in the result. (i) and (j) are the 
results of our approach in the same contrast weight as 
(e) and (f), in which the bus and the persons are all 
more accurate. If we increase the strength of the 
contrast in the model, we can get the result as shown in 
(k), (l), and the bus has a more accurate contour. 

 
3.1 Feature points matching 
 

As mentioned in section 1.2, the feature point 
represents the local color information, and it can be 
used to suppress the noise in the image. In Equation (7), 
there are two terms in the basic color model. One 
encodes global color information, and the other one 

represents the pixel’s color information. But just as 
what we found in the segmentation results shown in 
Figure 2, the two terms are not enough to keep a good 
result at every frame. To maximize the robustness, an 
ideal system should adaptively adjust the color term: it 
should decrease the color energy of the noises and 
increase the energy of the foreground objects. To 
achieve this goal, we integrate the local information of 
the feature points into the color model. 

Since the background is known, we could obtain the 
feature points in the background. Here, Harris feature 
points [16] are used. And then the descriptor D(p) is 
computed for each feature point p. The descriptor is 
computed based on a histogram representation of 
image gradient orientations in its local neighborhood. 
More specifically, a 5×5 grid of histograms, each with 
eight orientation bins encodes the image patch around 
the feature point. 

The descriptor is used to match the feature points 
between background image and current image. And the 
correlation between two descriptors is defined as: 

       min( , )

max( , )

N

i i
i

N

i i
i

U V
correlation

U V
=
∑

∑

             (13) 

where U and V are the descriptors, and N is the 
dimension of U, V. At each feature point Pback of the 
background image, a window of size s × s is used to 
find the candidates of the current image. Then the 
correlation is computed between the descriptor of Pback 
and each candidate feature point. The candidate Pmax 
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who has the max correlation Corremax is selected and a 
threshold T is used to measure the correlation. If 
Corremax is larger than T, then Cmax is the matched 
feature point of P. Otherwise, there is no matched 
feature point for P in the current image. Two feature 
points P1 and P2 are called matched pair if both of them 
are matched to each other. It means P1 is matched to P2 
and at the same time P2 is matched to P1.  

After the above procedure, there are three classes 
feature points: 1) the matched ones, denoted as Pb. 2) 
the ones in the current image without matched feature 
point in the background image, denoted as Pc. 3) the 
ones in background image without matched feature 
point in the current image, denote as Pd. The samples 

are shown in Figure 3. (a) is the background image, and 
(b) is the current image. (c) is the detected three kinds 
of feature points. The green ones are Pb, the red ones 
are Pc, and the blue ones are Pd. We can see that there 
are lots of green points Pb indicating that the regions 
around them are background. Meanwhile, the red ones 
Pc and blue ones Pd always mean they are foreground 
objects, although some of them are made by the noise. 
Most of Pc are on the boundaries of the 
background/foreground objects or the boundaries 
across the surfaces of the foreground objects, and most 
of Pd are on the surfaces of the foreground objects, 
indicating that the regions are occluded by the 
foreground objects. 

   
(a)           (b)         (c) 

Figure 3. Feature points matching. 

(a) Background image. (b) Current image. (c) Feature points matching result of (a) and (b). 
 
 
3.2 Color model 
 

Once we have classified the feature points in the 
current image to Pb, Pc, and Pd, we can use them to 
adjust the color term of the basic model to make the 
color probability more reliable. The idea in our 
approach is that Pb can give a high confidence of the 
background, while Pc and Pd give a high confidence of 
the foreground objects. Although it is not true for every 
feature point, it is always true for most of them. We can 
use Pb to increase the regions’ probability as 
background, and then some noise caused by the 
pixel-based color model will be suppressed. Meanwhile, 
Pc and Pd could be used to increase the regions’ 
probability as foreground. It is useful for the small size 
foreground objects to keep their boundaries, while a 
strong weight of contrast is used. 

We propose the following new color term of 
p’(In|x=0) and p’(In|x=1) to represent the probability of 
background and foreground respectively. 

'( | 1) ( | 1) ([ ( )] ( , )
[ ( )] ( , ) [ ( )] ( , ))

n n n b b n

n c b n n d b n

p I x p I x I N P B I P
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where p(In|x=1) and p(In|x=0) is computed as Equation 

(5) and (7). N(P) means the neighbor of the feature 
point P. [x] is the indicator function, which is 1 when x 
is true, otherwise, it is 0. Bb is the function to 
strengthen the probability as background, and Cb and 
Db are used to weaken the probability. Bf could weaken 
the probability as foreground; meanwhile Cf and Df 
take the reverse effect. 

In our implementation, the above functions are 
defined as following: 

     N(P) = {In | dist(In,P) < dt}        (16) 
where dist(In, P) is the L2 norm distance of the 
locations of In and P. 

       1( , ) exp( )
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b
b n B

n

B I P w
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+

        (17) 

where b
Bw  is positive, which controls the strength of 

the Bb. And S is the constant to adjust the influence of 
the distance. 
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where both b
Cw  and b

Dw  are positive. Cb and Db are 
used to control the strength of attenuation. In Equation 
(15), Bf has the same form as that of Cb, because it is 
used to attenuate the foreground probability. Cf and Df 
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are similar with Bb, which could strengthen the 
foreground probability. 
 
4. Experimental results 
 

The videos in our experiments are captured in 
outdoor environment, and there are some trees which 
may make the noise. The sizes of the frames are 
320×240 and 360×288. Figure 4 shows the results by 
background cut and our approach. The top rows are the 
frames in the video. The second and third rows are the 

results by background cut. And the last two rows are 
the results by our approach, which used the same 
contrast weight as that in background cut. In the third 
row, the results are represented by the binary mask. 
And the red circles indicate the errors. There are some 
holes in the objects, some noise which are segmented 
as foreground objects, and some errors on the 
background/foreground objects boundaries. And the 
results by our approach are more accurate than that by 
background cut, though they use the same contrast 
weight to control the segmentation. 

 

 

 
(a) 

 

 

 

 

(b) 

 

 

 

 

(c) 

 

 

 

 

(d) 

 

 

 

(e) 

Figure 4. Comparison with background cut. 

(a): Several frame in a video sequence. (b) and (c): Results by the background cut. (d) and (e): Results by our approach, 
using the same contrast weight as background cut. 

 
The results in Figure 5 show the feature points 

matching results and their effect on the last results by 
our approach. The first columns are the frames in a 
video sequence. The second columns are the results by 
background cut. The third columns are the feature 
points matching results. The green points are Pb, the red 

ones are Pc, and the blue ones are Pd. The right columns 
are the results by our approach, with the same contrast 
weight as that in background cut. We can see, since the 
feature points indicating the right states of the regions 
around them as background or foreground objects, the 
results by our approach can get more accurate and 
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compact segmentation. 

    

    

Figure 5. Comparison of results by background cut and our approach. 
Left column: Two frames in a video sequence. Second column: Result by background cut. Third column: Feature points 

matching result. Right column: Result by our approach. 
 
 
5. Discussion and conclusion 
 

In this paper, we propose a feature-point matching 
based method to segment the multiple objects in the 
video sequences, which utilizes the local information of 
the pixels around the feature points to adjust the color 
probability. This method combines feature points, 
background subtraction, color and contrast cues. The 
background subtraction procedure does not only extract 
the information of the color, contrast of the background, 
but also the feature points. The feature points matching 
is used to suppress the noise and increase the 
probability of the pixels as what they should be. Our 
experimental results have shown the improvement of 
the segmentation. 

There are also some limitations in our system. First, 
if two of the foreground objects are close enough, it is 
hard to segment them away. Maybe the history of their 
shapes could help to segment. Second, there is no 
consideration about the background updating. For a 
practical system, the background updating problem is 
the one must to be resolved. These would be studied in 
our feature work. 
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