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Section |. Functional Descriptions
/ANO[S RYA P

This section provides functional descriptions of the major external memory interface

components.

This section includes the following chapters:

m Chapter 1, Functional Description—UniPHY
m  Chapter 2, Functional Description—ALTMEMPHY

m Chapter 3, Functional Description—Hard Memory Interface

m  Chapter 4, Functional Description—HPS Memory Controller

m Chapter 5, Functional Description—HPC II Controller
m Chapter 6, Functional Description—QDR II Controller

m Chapter 7, Functional Description—RLDRAM II Controller
m Chapter 8, Functional Description—RLDRAM 3 PHY-Only IP

m Chapter 9, Functional Description—Example Designs
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A |:| ==/ 1. Functional Description—UniPHY

EMI_RM_001-3.1

This chapter describes the UniPHY layer of the external memory interface, and
includes related information.

The major sections of this chapter are as follows:
m Block Description

m Interfaces

m UniPHY Signals

m PHY-to-Controller Interfaces

m Using a Custom Controller

m Using a Vendor-Specific Memory Model
m AFI 3.0 Specification

m Register Maps

m Ping Pong PHY

m Efficiency Monitor and Protocol Checker

m UniPHY Calibration Stages

Block Description

This section describes the major functional units of the UniPHY layer, which include
the following:

B Reset and Clock Generation

B Address and Command Datapath
m Write Datapath

B Read Datapath

m Sequencer
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Chapter 1: Functional Description—UniPHY

Block Description

Figure 1-1 shows the PHY block diagram; individual blocks are discussed in the text.

Figure 1-1. PHY Block Diagram
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The I/0O pads contain all the I/O instantiations.

Reset and Clock Generation

At a high level, clocks in the PHY can be classified into two domains: the
PHY-memory domain and the PHY-AFI domain. The PHY-memory domain interfaces
with the external memory device and always operate at full-rate. The PHY-AFI
domain interfaces with the memory controller and can be a full-rate, half-rate, or
quarter-rate clock, based on the controller in use.

The number of clock domains in a memory interface can vary depending on its

configuration; for example:

m At the PHY-memory boundary, separate clocks may exist to generate the memory
clock signal, the output strobe, and to output write data, as well as address and
command signals. These clocks include pll dg write clk, pll write clk,
pll mem clk,and pll addr cmd clk. These clocks are phase-shifted as required to
achieve the desired timing relationships between memory clock, address and

command signals, output data, and output strobe.

m For quarter-rate interfaces, additional clock domains such as p11_hr clock are
required to convert signals between half-rate and quarter-rate.
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m  For high-performance memory interfaces using Arria V, Cyclone V, or Stratix V
devices, additional clocks may be required to handle transfers between the device
core and the I/O periphery for timing closure. For core-to-periphery transfers, the
latch clock is p11_c2p write clock; for periphery-to-core transfers, it is
pll p2c_read_clock. These clocks are automatically phase-adjusted for timing
closure during IP generation, but can be further adjusted in the parameter editor. If
the phases of these clocks are zero, the Fitter may remove these clocks during
optimization.

Also, high-performance interfaces using a Nios II-based sequencer require two
additional clocks, p11_avl clock for the Nios II processor, and pll config clock
for clocking the I/O scan chains during calibration.

For a complete list of clocks in your memory interface, compile your design and run
the Report Clocks command in the TimeQuest Timing Analyzer.

Dedicated Clock Networks
The UniPHY layer employs three types of dedicated clock networks:

m  Global clock network
m Dual-regional clock network

m PHY clock network (applicable to Arria V, Cyclone V, and Stratix V devices, and
later)

The PHY clock network is a dedicated high-speed, low-skew, balanced clock tree
designed for high-performance external memory interface. For device families that
support the PHY clock network, UniPHY always uses the PHY clock network for all
clocks at the PHY-memory boundary.

For families that do not support the PHY clock network, UniPHY uses either
dual-regional or global clock networks for clocks at the PHY-memory boundary.
During generation, the system selects dual-regional or global clocks automatically,
depending on whether a given interface spans more than one quadrant. UniPHY does
not mix the usage of dual-regional and global clock networks for clocks at the
PHY-memory boundary; this ensures that timing characteristics of the various output
paths are as similar as possible.

The <variation_name>_pin_assignments.tcl script creates the appropriate clock
network type assignment. The use of the PHY clock network is specified directly in
the RTL code, and does not require an assignment.

The UniPHY uses an active-low, asychronous assert and synchronous de-assert reset
scheme. The global reset signal resets the PLL in the PHY and the rest of the system is
held in reset until after the PLL is locked.

Address and Command Datapath

The memory controller controls the read and write addresses and commands to meet
the memory specifications. The PHY is indifferent to address or command—that is, it
performs no decoding or other operations—and the circuitry is the same for both. In
full-rate and half-rate interfaces, address and command is full rate, while in
quarter-rate interfaces, address and command is half rate.
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Address and command signals are generated in the Altera PHY interface (AFI) clock
domain and sent to the memory device in the address and command clock domain.
The double-data rate input/output (DDIO) stage converts the half-rate signals into
full-rate signals, when the AFI clock runs at half-rate. For quarter-rate interfaces,
additional DDIO stages exist to convert the address and command signals in the
quarter-rate AFI clock domain to half-rate.

The address and command clock is offset with respect to the memory clock to balance
the nominal setup and hold margins at the memory device (center-alignment). In the
example of Figure 1-2, this offset is 270 degrees. The Fitter can further optimize
margins based on the actual delays and clock skews. In half-rate and quarter-rate
designs, the full-rate cycle shifter blocks can perform a shift measured in full-rate
cycles to implement the correct write latency; without this logic, the controller would
only be able to implement even write latencies as it operates at half the speed. The
full-rate cycle shifter is clocked by either the AFI clock or the address and command
clock, depending on the PHY configuration, to maximize timing margins on the path
from the AFI clock to the address and command clock.

Figure 1-2 illustrates the address and command datapath.

Figure 1-2. Address and Command Datapath (Half-rate example shown)
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Write Datapath

The write datapath passes write data from the memory controller to the I/O. The
write data valid signal from the memory controller generates the output enable signal
to control the output buffer. For memory protocols with a bidirectional data bus, it
also generates the dynamic termination control signal, which selects between series
(output mode) and parallel (input mode) termination.
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Figure 1-3 illustrates a simplified write datapath of a typical half-rate interface. The
full-rate DQS write clock is sent to a DDIO_OUT cell. The output of DDIO_OUT feeds
an output buffer which creates a pair of pseudo differential clocks that connects to the
memory. In full-rate mode, only the SDR-DDR portion of the path is used; in half-rate
mode, the HDR-SDR circuitry is also required. The use of DDIO_OUT in both the
output strobe and output data generation path ensures that their timing
characteristics are as similar as possible. The <variation_name>_pin_assignments.tcl
script automatically specifies the logic option that associates all data pins to the
output strobe pin. The Fitter treats the pins as a DQS/DQ pin group.

Figure 1-3. Write Datapath
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Leveling Circuitry

Leveling circuitry is dedicated I/O circuitry to provide calibration support for fly-by
address and command networks. For DDR3, leveling is always invoked, whether the
interface targets a DIMM or a single component. For DDR3 implementations at higher
frequencies, a fly-by topology is recommended for optimal performance. For DDR?2,
leveling circuitry is invoked automatically for frequencies above 240 MHz; no leveling
is used for frequencies below 240 MHz.

For DDR? at frequencies below 240 MHz, you should use a tree-style layout. For
frequencies above 240 MHz, you can choose either a leveled or balanced-T or Y
topology, as the leveled PHY calibrates to either implementation. Regardless of
protocol, for devices without a levelling block—such as Arria II GZ, Arria V, and
Cyclone V—a balanced-T PCB topology for address/command/clock must be used
because fly-by topology is not supported.
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For details about leveling delay chains, consult the memory interfaces hardware
section of the device handbook for your FPGA.

Figure 1-4 shows the write datapath for a leveling interface. The full-rate PLL output
clock phy write clk goes to a leveling delay chain block which generates all other
periphery clocks that are needed. The data signals that generate DQ and DQS signals
pass to an output phase alignment block. The output phase alignment block feeds an
output buffer which creates a pair of pseudo differential clocks that connect to the
memory. In full-rate designs, only the SDR-DDR portion of the path is used; in
half-rate mode, the HDR-SDR circuitry is also required. The use of DDIO_OUT in
both the output strobe and output data generation paths ensures that their timing
characteristics are as similar as possible. The <variation_name>_pin_assignments.tcl
script automatically specifies the logic option that associates all data pins to the
output strobe pin. The Quartus II Fitter treats the pins as a DQS/DQ pin group.

Figure 1-4. Write Datapath for a Leveling Interface
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Read Datapath

Figure 1-5 shows the read datapath. This section describes the blocks and flow in the
read datapath.

For all protocols, the DQS logic block delays the strobe by 90 degrees to center-align
the rising strobe edge within the data window. For DDR2, DDR3, and LPDDR2
protocols, the logic block also performs strobe gating, holding the DQS enable signal
high for the entire period that data is received. One DQS logic block exists for each
data group.

One VFIFO buffer exists for each data group. For DDR2, DDR3, and LPDDR2
protocols, the VFIFO buffer generates the DQS enable signal, which is delayed (by an
amount determined during calibration) to align with the incoming DQS signal. For
QDR and RLDRAM protocols, the output of the VFIFO buffer serves as the write
enable signal for the Read FIFO buffer, signaling when to begin capturing data.

DDIO_IN receives data from memory at double-data rate and passes data on to the
Read FIFO buffer at single-data rate.

The Read FIFO buffer temporarily holds data read from memory; one Read FIFO
buffer exists for each data group. For half-rate interfaces, the Read FIFO buffer
converts the full-rate, single data-rate input to a half-rate, single data-rate output
which is then passed to the PHY core logic. In the case of a quarter-rate interface, soft
logic in the PHY performs an additional conversion from half-rate single data rate to
quarter-rate single data rate.

One LFIFO buffer exists for each memory interface; the LFIFO buffer generates the
read enable signal for all Read FIFO blocks in an interface. The read enable signal is
asserted when the Read FIFO blocks have buffered sufficient data from the memory to
be read. The timing of the read enable signal is determined during calibration.

Figure 1-5. Read Datapath
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Sequencer

=

Depending on the combination of protocol and IP architecture in your external
memory interface, you may have either an RTL-based sequencer or a Nios® Il-based
sequencer. This section discusses the Nios II-based sequencer and the RTL-based
sequencer.

Table 1-3 in Volume 1 of this handbook shows the sequencer support for different
protocol-architecture combinations.

Be aware that RTL-based sequencer implementations and Nios II-based sequencer

implementations can have different pin requirements. You may not be able to migrate

from an RTL-based sequencer to a Nios Il-based sequencer and maintain the same

pinout.

“ % e Forinformation on pin planning, refer to Planning Pin and FPGA
Resources in volume 2 of the External Memory Interface Handbook.

Nios lI-Based Sequencer

The DDR2, DDR3, and LPDDR2 controllers with UniPHY employ a Nios II-based
sequencer that is parameterizable and is dynamically generated at run time. The
Nios II-based sequencer is also available with the QDR II and RLDRAM II controllers.

Function

The sequencer enables high-frequency memory interface operation by calibrating the
interface to compensate for variations in setup and hold requirements caused by
transmission delays.

The UniPHY converts the double-data rate interface of high-speed memory devices to
a full-rate or half-rate interface for use within an FPGA. To compensate for slight
variations in data transmission to and from the memory device, double-data rate is
usually center-aligned with its strobe signal; nonetheless, at high speeds, slight
variations in delay can result in setup or hold time violations. The sequencer
implements a calibration algorithm to determine the combination of delay and phase
settings necessary to maintain center-alignment of data and clock signals, even in the
presence of significant delay variations. Programmable delay chains in the FPGA
I/Os then implement the calculated delays to ensure that data remains centered.
Calibration also applies settings to the FIFO buffers within the PHY to minimize
latency and ensures that the read valid signal is generated at the appropriate time.

When calibration is completed, the sequencer returns control to the memory
controller.

e For more information about calibration, refer to UniPHY Calibration Stages.
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Architecture

Figure 1-6 shows the sequencer block diagram. The sequencer is composed of a

Nios II processor and a series of hardware-based component managers, connected
together by an Avalon bus. The Nios II processor performs the high-level algorithmic
operations of calibration, while the component managers handle the lower-level
timing, memory protocol, and bit-manipulation operations.

The high-level calibration algorithms are specified in C code, which is compiled into
Nios II code that resides in the FPGA RAM blocks. The debug interface provides a
mechanism for interacting with the various managers and for tracking the progress of
the calibration algorithm, and can be useful for debugging problems that arise within
the PHY. The various managers are specified in RTL and implement operations that
would be slow or inefficient if implemented in software.

Figure 1-6. Sequencer Block Diagram
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The C code that defines the calibration routines is available for your reference in the
\<name>_s0_software subdirectory. Altera does not recommend that you modify this
C code.

SCC Manager

The scan chain control (SCC) manager allows the sequencer to set various delays and
phases on the I/Os that make up the memory interface. The latest Altera device
families provide dynamic delay chains on input, output, and output enable paths
which can be reconfigured at runtime. The SCC manager provides the calibration
routines access to these chains to add delay on incoming and outgoing signals. A
master on the Avalon-MM interface may require the maximum allowed delay setting
on input and output paths, and may set a particular delay value in this range to apply
to the paths.
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The SCC manager implements the Avalon-MM interface and the storage mechanism
for all input, output, and phase settings. It contains circuitry that configures a DQ- or
DQS-configuration block. The Nios II processor may set delay, phases, or register
settings; the sequencer scans the settings serially to the appropriate DQ or DQS
configuration block.

RW Manager

The read write (RW) manager encapsulates the protocol to read and write to the
memory device through the Altera PHY Interface (AFI). It provides a buffer that
stores the data to be sent to and read from memory, and provides the following
commands:

m  Write configuration—configures the memory for use. Sets up burst lengths, read
and write latencies, and other device specific parameters.

B Refresh—initiates a refresh operation at the DRAM. The command does not exist
on SRAM devices. The sequencer also provides a register that determines whether
the RW manager automatically generates refresh signals.

m Enable or disable multi-purpose register (MPR)—for memory devices with a
special register that contains calibration specific patterns that you can read, this
command enables or disables access to the register.

m  Activate row—for memory devices that have both rows and columns, this
command activates a specific row. Subsequent reads and writes operate on this
specific row.

m Precharge—closes a row before you can access a new row.
m  Write or read burst—writes or reads a burst length of data.

m Write guaranteed—writes with a special mode where the memory holds address
and data lines constant. Altera guarantees this type of write to work in the
presence of skew, but constrains to write the same data across the entire burst
length.

m  Write and read back-to-back—performs back-to-back writes or reads to adjacent
banks. Most memory devices have strict timing constraints on subsequent accesses
to the same bank, thus back-to-back writes and reads have to reference different
banks.

m Protocol-specific initialization—a protocol-specific command required by the
initialization sequence.

PHY Manager

The PHY Manager provides access to the PHY for calibration, and passes relevant
calibration results to the PHY. For example, the PHY Manager sets the VFIFO and
LFIFO buffer parameters resulting from calibration, signals the PHY when the
memory initialization sequence finishes, and reports the pass/fail status of
calibration.

Data Manager

The Data Manager stores parameterization-specific data in RAM, for the software to
query.
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Tracking Manager

The Tracking Manager detects the effects of voltage and temperature variations that
can occur on the memory device over time resulting in reduced margins, and adjusts
the DQS enable delay as necessary to maintain adequate operating margins.

The Tracking Manager briefly assumes control of the AFI interface after each memory
refresh cycle, issuing a read routine to the RW Manager, and then sampling the DQS
tracking. Ideally, the falling edge of the DQS enable signal would align to the last
rising edge of the raw DQS signal from the memory device. The Tracking Manager
determines whether the DQS enable signal is leading or trailing the raw DQS signal.

Each time a refresh occurs, the Tracking Manager takes a sample of the raw DQS
signal; any adjustments of the DQS enable signal occur only after sufficient samples of
raw DQS have been taken. When the Tracking Manager determines that the DQS
enable signal is either leading or lagging the raw DQS signal, it adjusts the DQS
enable appropriately.

Figure 1-7 shows the Tracking manager signals.

Figure 1-7. Tracking Manager Signals
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Some notes on Tracking Manager operation:

m The time taken by the Tracking Manager is arbitrary; if the period taken exceeds
the refresh period, the Tracking Manager handles memory refresh.

B afi seq busy should go high fewer than 10 clock cycles after
afi ctl refresh doneorafi ctl long idle is asserted.

m afi_refresh done should deassert fewer than 10 clock cycles after afi_seq_busy
deasserts.

m afi ctl long_ idle causes the Tracking Manager to execute an algorithm different
than periodic refresh; use afi_ctl long idle when a long session has elapsed
without a periodic refresh.
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m  The Tracking Manager is instantiated into the sequencer system when DQS Enable
Tracking is turned on. Table 1-1 summarizes configurations supporting DQS
tracking.

Table 1-1. Configurations Supporting DQS Tracking

Device Family Protocol Frequency
ArriaV LPDDR2 All frequencies.
Arria V 62 More than 450 MHz f d grad
Cvclone V . ore than z for speed grade
S}[/ratix vV DDRS3 (single rank) 5, or more than 534 MHz.

m If you do not want to use DQS tracking, you can disable it (at your risk), by
opening the Verilog file <variant name> if0 c0.vin an editor, and changing the
value of the USE_DQS TRACKING parameter from 1 to 0.

Nios Il Processor

The Nios II processor manages the calibration algorithm; the Nios II processor is
unavailable after calibration is completed.

The same calibration algorithm supports all device families, with some differences.
The following sections describe the calibration algorithm for DDR3 SDRAM on
Stratix III devices. Calibration algorithms for other protocols and families are a subset
and significant differences are pointed out when necessary. As the algorithm is fully
contained in the software of the sequencer (in the C code) enabling and disabling
specific steps involves turning flags on and off.

Calibration consists of the following stages:
m Initialize memory.

m Calibrate read datapath.

m Calibrate write datapath.

m Run diagnostics.

Initialize Memory

Calibration must initialize all memory devices before they can operate properly. The
sequencer performs this memory initialization stage when it takes control of the PHY
at startup.

Calibrate Read Datapath
Calibrating the read datapath comprises the following steps:

m Calibrate DQS enable cycle and phase.
m Perform read per-bit deskew to center the strobe signal within data valid window.

m Reduce LFIFO latency.

Calibrate Write Datapath

Calibrating the write datapath involves the following steps:
m  Center align DQS with respect to DQ.
m  Align DQS with mem_clk.
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Test Diagnostics

The sequencer estimates the read and write margins under noisy conditions, by
sweeping input and output DQ and DQS delays to determine the size of the data
valid windows on the input and output sides. The sequencer stores this information
in the local memory and you can access it through the debugging interface.

When the diagnostic test finishes, control of the PHY interface passes back to the
controller and the sequencer issues a pass or fail signal.

RTL-based Sequencer

The RTL-based sequencer is available for QDR II and RLDRAM II interfaces; it is a
state machine that processes the calibration algorithm. The sequencer assumes control
of the interface at reset (whether at initial startup or when the IP is reset) and
maintains control throughout the calibration process. The sequencer relinquishes

control to the memory controller only after successful calibration. Table 1-2 lists the
major states in the RTL-based sequencer.

Table 1-2. Sequencer States (Part 1 of 2)

State Description

RESET Remain in this state until reset is released.
LOAD_INIT Load any initialization values for simulation purposes.
STABLE Wait until the memory device is stable.

WRITE_ZERO Issue write command to address 0.
WAIT_WRITE_ZERO Write all OxAs to address O.

WRITE_ONE Issue write command to address 1.

WAIT_WRITE_ONE

Write all 0x5s to address 1.

Valid Calibration States

V_READ_ZERO Issue read command to address 0 (expected data is all 0xAs).

V READ NOP This state represents the minimum number of cycles required between 2 back-to-back read
- - commands. The number of NOP states depends on the burst length.

V_READ_ONE Issue read command to address 1 (expected data is all 0x5s).

V_WAIT_READ Wait for read valid signal.

\é_(;(ékﬂl)F’AgﬁEREAD_ZER Parameterizable number of cycles to wait before making the read data comparisons.

V_CHECK_READ_FAIL

When a read fails, the write pointer (in the AFI clock domain) of the valid FIFO buffer is
incremented. The read pointer of the valid FIFO buffer is in the DQS clock domain. The gap
between the read and write pointers is effectively the latency between the time when the PHY
receives the read command and the time valid data is returned to the PHY.

V_ADD_FULL_RATE

Advance the read valid FIFO buffer write pointer by an extra full rate cycle.

V_ADD_HALF_RATE

Advance the read valid FIFO buffer write pointer by an extra half rate cycle. In full-rate designs,
equivalent to V_ADD_FULL_RATE.

V_READ_FIFO_RESET

Reset the read and write pointers of the read data synchronization FIFO buffer.

V_CALIB_DONE

Valid calibration is successful.
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Table 1-2. Sequencer States (Part 2 of 2)

State

Description

Latency Calibration States

L_READ_ONE

Issue read command to address 1 (expected data is all 0x5s).

L_WAIT_READ

Wait for read valid signal from read datapath. Initial read latency is set to a predefined
maximum value.

L_COMPARE_READ_ONE

Check returned read data against expected data. If data is correct, go to L_REDUCE_LATENCY;
otherwise go to L_ADD_MARGIN.

L_REDUCE_LATENCY

Reduce the latency counter by 1.

L_READ_FLUSH

Read from address 0, to flush the contents of the read data resynchronization FIFO buffer.

L_WAIT_READ_FLUSH

Wait until the whole FIFQ buffer is flushed, then go back to L_READ and try again.

Increment latency counter by 3 (1 cycle to get the correct data, 2 more cycles of margin for run

L_ADD_MARGIN time variations). If latency counter value is smaller than predefined ideal condition minimum,
then go to CALIB_FAIL.
CALIB_DONE Calibration is successful.
CALIB_FAIL Calibration is not successful.
Shadow Registers

Shadow registers are a hardware feature of Arria V GZ and Stratix V devices that
enables high-speed multi-rank calibration for DDR3 quarter-rate and half-rate
memory interfaces, up to 667MHz for dual-rank interfaces and 533MHz for
quad-rank interfaces.

Description

Prior to the introduction of shadow registers, the data valid window of a multi-rank
interface was calibrated to the overlapping portion of the data valid windows of the
individual ranks. The resulting data valid window for the interface would be smaller
than the individual data valid windows, limiting overall performance.

Figure 1-8 illustrates the calibration of overlapping data valid windows, without
shadow registers.

Figure 1-8. Calibration of Overlapping Data Valid Windows, without Shadow Registers
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Block Description

Shadow registers allow the sequencer to calibrate each rank separately and fully, and
then to save the calibrated settings for each rank in its own set of shadow registers,
which are part of the IP scan chains. During a rank-to-rank switch, the rank-specific
set of calibration settings are restored just-in-time to optimize the data valid window
for each rank.

Figure 1-9 illustrates how the use of rank-specific calibration settings results in a data
valid window appropriate for the current rank.

Figure 1-9. Rank-Specific Calibration Settings, with Shadow Registers
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The shadow registers and their associated rank-switching circuitry are part of the
device I/O periphery hardware.

Operation

The sequencer calibrates each rank individually and stores the resulting configuration
in shadow registers, which are part of the IP scan chains. UniPHY then selects the
appropriate configuration for the rank in use, switching between configurations as
necessary. Calibration results for deskew delay chains are stored in the shadow
registers. For DQS enable/disable, delay chain configurations come directly from the
FPGA core.

Arria V GZ and Stratix V devices provide two sets of shadow registers, allowing for
full support of a dual-rank interface, and support of additional ranks at reduced
frequency.

m For a 2-rank interface, each rank is fully calibrated separately.

m For a 4-rank interface, the first set of shadow registers stores calibration data for
the first and second rank, and the second set of shadow registers stores calibration
data for the third and fourth ranks.
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DLL Offset Control Block

For designs generated with HardCopy compatibility enabled, the UniPHY layer
includes DLL offset control blocks, which allow adjustment of the DLL control word
for modifying the DQS delay chains to compensate for variations in silicon.

A DLL offset control block can feed only one side of the chip, therefore the IP
instantiates two DLL offset control blocks for each DLL, to permit control of resources
on two sides of the chip, as in the case of wraparound designs. In non-wraparound
designs, where the second DLL offset control block is not needed, the second control
block remains unused and disappears during synthesis.

One complication of the dual DLL offset control block process, is that at generation
time it is impossible to know where resources are going to be placed, so the system
automatically connects the output of the first DLL offset control block to all DQS
groups. In the case of a wraparound design, you must modify the RTL code after pin
placement, to connect the second DLL offset control block.

To connect the second DLL offset control block, follow these steps:
1. Open the file <variation_name>_new_io_pads.v in an editor.

2. Find a line of a form similar to the following:

.dl1l offsetdelay in((i < 0) ?
hc _dll config dll offset ctrl offsetctrlout :
hc _dll config dll offset ctrl offsetctrlout),

This line connects the output of the first DLL offset control block
(hc_dll config dll offset _ctrl offsetctrlout) to the offset control input of
the DQS delay chain, for every DQS delay chain where i < 0.

3. Modify the above line to connect the second DLL offset control block. The
following example shows the correct syntax to connect groups 0 to 3 to the output
of the first DLL offset control block, and groups 4 and above to the output of the
second DLL offset control block:

.dl1l offsetdelay in((i < 4) ?
hc _dll config dll offset ctrl offsetctrlout :
he dll config dll offset ctrl b offsetctrlout),

Interfaces
Figure 1-10 shows the major blocks of the UniPHY and how it interfaces with the
external memory device and the controller.
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Interfaces

[l=~ Instantiating the delay-locked loop (DLL) and the phase-locked loop (PLL) on the
same level as the UniPHY eases DLL and PLL sharing.

Figure 1-10. UniPHY Interfaces with the Controller and the External Memory

UniPHY Top-Level File
Memory Interface <¢ > < p AFI
UniPHY
RUP and RDN p OCT > < P Reset Interface

y A
DLL |- PLL
 /  /

DLL Sharing PLL Sharing

Interface Interface

The following interfaces are on the UniPHY top-level file:
m AFI

Memory interface

DLL sharing interface

PLL sharing interface

OCT interface

AFI

The UniPHY datapath uses the Altera PHY interface (AFI). The AFl is in a simple
connection between the PHY and controller. The AFI is based on the DDR PHY
interface (DFI) specification, with some calibration-related signals not used and some
additional Altera-specific sideband signals added.

For more information about the AFI, refer to AFI 3.0 Specification.

The Memory Interface

For more information on the memory interface, refer to “UniPHY Signals” on
page 1-21.
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The DLL and PLL Sharing Interface
You can generate the UniPHY memory interface and configure it to share its PLL,
DLL, or both interfaces. By default, a UniPHY memory interface variant contains a
PLL and DLL; the PLL produces a variety of required clock signals derived from the
reference clock, and the DLL produces a delay codeword. In this case the PLL sharin