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Abstract—In the High Efficiency Video Coding (HEVC) stan-
dard, a notation of the transform unit (TU) is introduced with
four different sizes, i.e., 4 × 4, 8 × 8, 16 × 16, and 32 × 32,
which results in at least two problems in the use of discrete cosine
transform/inversed discrete cosine transform (DCT/IDCT). One
is changeable input/output format presented by DCT/IDCT when
it deals with TUs of different sizes, which intensifies the noncon-
formity during the data exchange with other modules. The other
is the demand for high throughput to traverse the vast possible
TU partitions to find the best one, which would be easily dragged
by an inefficient data exchange method. To solve this problem, a
parallel-access data mapping method based on single-port static
random access memory devices (SRAMs) is proposed in this brief.
It can be applied to the data exchange buffers around DCT/IDCT
in HEVC encoders to fulfill a high-throughput data exchange.
Here, parallel access means one row of 1 × 32 pixels, two rows of
1 × 16 pixels, four rows of 1 × 8 pixels, or four rows of 1 × 4 pixels
could be accessed in one cycle depending on the specific size of the
current TU.

Index Terms—Buffer, data mapping method, discrete cosine
transform (DCT), High Efficiency Video Coding (HEVC), inversed
discrete cosine transform (IDCT), single-port static random access
memory.

I. INTRODUCTION

DURING the implementation of video coding with hard-
ware, data exchange between discrete cosine transform/

inversed discrete cosine transform (DCT/IDCT) and other mod-
ules is an annoying problem. The input/output (I/O) format of
DCT/IDCT is presented in rows or columns and varies with the
matrix size. This format originates from the realization mech-
anism adopted by most DCT/IDCT designs, which replaces a
2-D one with two 1-D transforms, namely, the row–column de-
composition method (RCDM). However, due to the algorithm
set by the encoding standard or out of convenience in real
implementation, the I/O formats of other modules are usually
in blocks, leading to a nonconformity in the data exchange
between DCT/IDCT and other modules. This kind of noncon-
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formity exists in every related data path, which would easily
affect efficiency.

In High Efficiency Video Coding (HEVC) encoders, this
situation becomes even worse due to the introduction of the
notation of the transform unit (TU) with four different sizes,
i.e., 4 × 4, 8 × 8, 16 × 16, and 32 × 32. On one hand, the
I/O format can be changed because of the different TU sizes.
On the other hand, the throughput demand is higher because
of the traverse process. To solve the latter problem, some high-
throughput DCT/IDCT designs are proposed; Meher et al. [1]
proposed a fixed-throughput one. This design processes pixels
at a fixed rate of 32 pixels/cycle, irrespective of TU sizes, which
is very suitable for real-time encoding toward high-definition
(HD) videos. However, without an efficient data exchange
method, this design will be impractical to use.

Thus, in this brief, a parallel-access mapping method based
on single-port static random access memory devices (SRAMs)
is proposed to provide a considerable throughput for the data
exchange around DCT/IDCT in HEVC encoders with a low-
level cost in hardware resources. Here, parallel access means
that this mapping method could provide one row of 1× 32 pixels,
two rows of 1 × 16 pixels, four rows of 1 × 8 pixels, or four
rows of 1 × 4 pixels in one cycle, which can perfectly cooperate
with the work of Meher et al. [1].

The rest of Section I would give detailed background about
DCT/IDCT in HEVC and the data exchange around it, fol-
lowed by motivations and challenges. In Section II, some naive
methods will be introduced for comparison. In Section III,
the proposed mapping method will be presented with figures,
examples, and some necessary explanations. Comparisons to
other solutions would be provided in Section IV with solid
experimental data, as well as some illustrations. Finally, the
conclusion is given in Section V.

A. DCT/IDCT in HEVC

According to the HEVC standard, the TU size can vary from
4, 8, 16, to 32, as shown in the left part of Fig. 1(a), which
denotes these TUs by TU_04, TU_08, TU_16, and TU_32,
respectively. This change introduces at least two problems that
do not exist in the implementation of H.264 encoders. One
problem is the I/O format, and the other is throughput.

The I/O format problem is that the DCT/IDCT module in
HEVC would process pixels in different orders according to
different TU sizes. For example, during the process of TU_04,
DCT/IDCT would naturally process data in rows of 1 × 4 pixels
(or columns of 4 × 1 pixels). However, when the object is
TU_08, TU_16, or TU_32, the width of rows (or the length of
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Fig. 1. (a) TU partitions in HEVC and the corresponding I/O format of DCT/IDCT. (b) Traverse toward possible TUs. (c) General hardware architecture for
HEVC encoder. The application objects of the proposed mapping method are marked with gray color.

columns) of the I/O format would increase with the TU size, as
described by the “Serial In/Out” part of Fig. 1(a). This format
origins from the commonly used implementation method for
DCT/IDCT, namely, RCDM, which is favored by many state-
of-the-art designs [2]–[4]. By RCDM, 2-D DCT/IDCT is de-
composed into two 1-D DCT/IDCTs; thus, pixels are naturally
processed in rows or columns instead of blocks.

The throughput problem is that the DCT/IDCT module in
HEVC encoders is heavily burdened, and therefore, its through-
put has to be high enough to encode HD videos in real time.
To be more specific, in order to find the best TU partition,
DCT/IDCT is required to traverse the TU tree, as shown in
Fig. 1(b); thus, 4 times of 32 × 32 transform, 16 times of
16 × 16 transform, 64 times of 8 × 8 transform, and 256 times
of 4 × 4 transform would be executed during the transform
process toward one large coding unit (LCU), which has a size
of 64 × 64 (here, if the prediction mode is also determined
by the results of DCT/IDCT, the execution time will be further
increased). Of course, some fast algorithm can be adopted to
narrow down the range of traversal. However, according to
these state-of-the-art techniques [5]–[7], the remaining range is
still wide, leading to a still huge amount of calculation, which
gives rise to many high-throughput DCT designs [8]–[10].

B. Data Exchange Around DCT/IDCT

As mentioned earlier, due to the changeable I/O format of the
DCT/IDCT module, data exchange around it is becoming an
annoying problem in HEVC. A general architecture for HEVC
encoders is presented in Fig. 1(c). It can be seen from this figure
that DCT/IDCT (TQ) module could be taken as the core module
of HEVC encoders in some sense because it has data exchange
with all of the other modules, including pixel fetching, entropy
coding, deblocking, and predicting modules, which are denoted
by FETCH, EC, DB, and PRE in this brief.

For DCT/IDCT, the I/O format is already a tricky prob-
lem, as introduced earlier. However, in order to further raise
the throughput, a fixed-throughput design is proposed by

Meher et al. [1], which makes it even trickier. To be more
specific, Meher et al.’s design could afford a throughput of
32 pixels/cycle, irrespective of TU sizes. For example, one row
of 1 × 32 pixels per cycle for TU_32, two rows of 1 × 16 pixels
per cycle for TU_16, or four rows of 1 × 8 pixels for TU_08,
which are denoted by P_I/O in this brief and described by the
“Parallel In/Out” in Fig. 1(a).

For other module, the I/O format is different from that of
DCT/IDCT. Here, EC, namely CABAC, is set as an example;
it is natural for the input data of CABAC to be provided in the
format of 4 × 4 blocks because the basic processing unit of
CABAC is one 4 × 4 block, according to the algorithm speci-
fied by the HEVC standard. In a similar way, PRE and DB also
adopt this kind of I/O format, which is denoted by B_I/O. While
for FETCH, in order to fully utilize the burst access character-
istic of external memory controller and bus system, pixels are
usually fetched in lines, which is denoted by L_O in this brief.

With the help of these abbreviations, it can be clearly shown
in Fig. 1(c) that the format nonconformity exists in every
related data path; thus, unavoidable buffers are needed between
DCT/IDCT and other modules to buffer original, predicted,
and reconstructed pixels and coefficients, which are denoted by
CUR, PRE, REC, and COE in this brief. These buffers would
be the application objects of the proposed mapping method.

C. Motivations and Challenges

Both the motivations and the challenges to propose such a
mapping method can be simply concluded into two aspects:
area and throughput.

When the area is considered first, it is worth noticing that the
data amount to be buffered is quite huge. As shown in Fig. 1(c),
a total of seven LCUs need to be buffered according to the ar-
rangement of pipeline stages (in fact, due to the traverse opera-
tion to find the best TU partition, a total of three LCUs would be
needed to store the current data, which is the best data until now
and the data for next pipeline stage). For such a high amount of
data, it is meaningful to save as more area as possible.
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Fig. 2. Area-oriented straightforward mapping method.

When the throughput is considered first, it is worth notic-
ing that the throughput of individual module is already high
enough, such as PRE designs [11]–[13], EC designs [14]–[16],
DB designs [17]–[19], and the aforementioned DCT/IDCT
designs. However, without an efficient data exchange method,
those high-throughput designs may be wasted. Although, in the
H.264 era, even a software method [20] would be enough to
fulfill the need for a highly efficient encoder.

Thus, it is beneficial to find a solution that could balance
both aspects, but such a solution is difficult to find. To be more
specific, the main challenge is how to accomplish the same high
throughput with different formats of P_I/O, B_I/O, and L_I/O
without using area-cost registers, multiport memory devices, or
something similar. Of course, the clock frequency and power
consumption should also be taken into considerations.

II. STRAIGHTFORWARD SOLUTIONS

A. Area Oriented

If area is given with a higher priority, SRAM would be a
straightforward choice to save hardware cost. A simple solution
is presented in Fig. 2, which puts pixels directly according to its
physical position. Since the maximum size of TU is 32 × 32,
it would be natural to take 32 × 32 blocks, namely QLCU,
as the individual mapping object. Here, a total of four single-
port SRAMs are adopted to store pixels data to accomplish the
“Serial In/Out” throughput described in Fig. 1(a), which means
four cycles are needed to access one TU_04. Of course, one
SRAM with four times the data width could afford the same
throughput, but in actual situation, such a wide data width is
not supported by general SRAM compilers. Unnecessary pixels
could be kept unread if four SRAMs are adopted, which would
save some power.

B. Throughput Oriented

If throughput is given with higher priority, these solutions can
be figured out, including registers, multiple memory devices, or
multiport memory.

Of course, if these data are stored by registers, the throughput
can be as high as possible, but the hardware cost is unbearable.

As to multiple SRAMs, it means using several memory
devices to store the data belonging to one access separately. As
shown in Fig. 3, every four lines of pixels are distributed into
the same SRAM, and the neighboring lines are distributed into

Fig. 3. Multiple memory devices. Here, numbers stands for the row number.

different SRAMs. Thus, this mapping method could fulfill the
“Parallel In/Out” throughput described in Fig. 1(a). However,
the depth of these SRAMs would be so small that it is meaning-
less to use SRAMs, considering the area cost of using a shallow-
depth SRAM will be no much better than that of using registers.

Multiport memory solves the parallel problem in a similar way
as using multiple memory devices. Thus, four pairs of READ and
WRITE ports are needed to access one 4 × 4 block in one cycle,
which is not supported by commonly used memory compilers.

III. PROPOSED METHOD

As shown in Fig. 4, the proposed data mapping method is
based on four single-port SRAMs whose data width is eight
pixels. As mentioned earlier, it would be natural to take QLCU
as the individual mapping object. One QLCU could be divided
into 16 8 × 8 blocks, which are marked with 0, 1, . . . , f , and
one 8 × 8 block can be further divided into eight rows of 1 × 8
pixels, which are marked with nBlock-0, nBlock-1, . . . ,
nBlock-7. Here, nBlock stands for the corresponding 8 × 8
block that this row belongs to. For example, row 3-7 refers to
the seventh 1 × 8 row belonging to the third 8 × 8 block of a
certain QLCU, whereas row 6-4 refers to the fourth 1 × 8 row
belonging to the sixth 8 × 8 blocks of a certain QLCU.

The proposed mapping method is explicitly expressed with
the above numbering scheme. For example, row 0-0 is stored
in address 0 of the zeroth SRAM, row 1-0 in address 0 of the
second SRAM, row 2-0 in address 0 of the first SRAM, and
row 3-0 is stored in address 0 of the third SRAM. Similarly,
row 0-1 is stored in address 1 of the first SRAM, row 1-1 in
address 1 of the third SRAM, row 2-1 in address 1 of the second
SRAM, and row 3-1 in address 1 of the zeroth SRAM. The rest
are done in the same manner, which could be concluded into
the following pseudocode:

switch (nRow%4)

case 0 : bank = (nBlock + 0)%4

case 1 : bank = (nBlock + 2)%4

case 2 : bank = (nBlock + 1)%4

case 3 : bank = (nBlock + 3)%4

end
addr = 32× nQLCU + 8× floor(nRow/4) + nBlock (1)

where nRow is the relative row number in the 8 × 8 block that
the current 1 × 8 row belongs to, nBlock is the relative block
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Fig. 4. Proposed mapping method.

number in the QLCU that the current 8 × 8 block belongs to,
nQLCU is the number of QLCU, and bank and addr are the
number and address to be access in SRAMs. Row 2-5 is set as
an example. If it belongs to the zeroth QCLU, then this row
would be allocated in address 32× 0 + 8× floor(2/4) + 5,
namely address 5, of SRAM (5 + 1)%4, i.e., the second
SRAM. According to (1), parallel access can be easily fulfilled
based on single-port SRAMs.

It is easy to find out that all of the 1 × 8 rows belonging
to one 1 × 32 row are always mapped to the same address of
different SRAMs; therefore, there would be no collision during
the access of 1 × 32, 1 × 16, 1 × 8, or 1 × 4 rows. During
the access to a 1 × 16 row, only half of the throughput is
occupied. In fact, the rest of the throughput could be filled by
the next 1 × 16 row, such as rows 0-0, 0-1, 1-0, and 1-1, which
have no access collision as shown in Fig. 4. Similarly, any four
neighboring 1 × 8 rows can also be accessed in one cycle, such
as rows 0-0, 0-1, 0-2, and 0-3, as also shown in Fig. 4.

Thus, no matter the P_I/O format, the B_I/O format of
4 × 4 blocks, or the L_I/O format of 1 × 32 rows, this mapping
method could always provide in one cycle. Moreover, the
throughput of the proposed method in fact could be expanded
to 64 pixels. In such situation, eight single-port SRAMs or four
two-port SRAMs will be needed. However, a throughput of
32 pixels/cycle will be enough for state-of-the-art designs such
as that of Meher et al. [1], which balanced the speed and hard-
ware cost quite well.

IV. COMPARISON

In this section, detailed comparisons to other solutions would
be given with solid data and some explanations, followed by a
conclusive results of the performances in area or throughput.

A. With Registers

A total of 64× 64× 8-bit registers would be needed to
buffer all of the predicted data of the whole LCU. According
to the driving capacities, the hardware cost would be slightly
different, as shown in Table I.

TABLE I
HARDWARE COST OF REGISTERS

TABLE II
HARDWARE COST OF MULTIPLE MEMORY DEVICES

B. With Multiple Memory

If the method of using multiple memory devices is adopted,
four separate SRAMs are needed, which have a data width of
32× 8 bits and a depth of 32 theoretically. However, in practice,
the data width of 256 bits usually exceed the capacity of normal
memory compilers; thus, one 256-bit register file may need to
be realized by two separate 128-bit register files, which makes
the final gate count larger than expected, as shown in Table II.

C. The Straightforward and Proposed Method

Both the straightforward method introduced in Section II-A
and the proposed one need four separate SRAMs, which is
similar to the method of using multiple memory devices, but
these SRAMs would have a data width of 8 × 8 bit and a depth
of 128 theoretically. In practice, such parameters can usually be
satisfied, as shown in Table III.
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TABLE III
HARDWARE COST OF THE PROPOSED METHOD

TABLE IV
COMPARISONS (SAME AREA)

TABLE V
COMPARISONS (SAME THROUGHPUT)

D. Comparison

Detailed comparisons are shown in Tables IV and V. Designs
in the former one have the same area, whereas designs in the
latter one have the same throughput. These comparisons show
that, if a same throughput is achieved, the proposed method
could save 82% of the gate count when compared with using
registers or 58% when compared with using multiple memory
devices. If the same area cost is occupied, the proposed one
can provide “Parallel In/Out” throughput, whereas the straight-
forward one could only fulfill “Serial In/Out” throughput. The
supported working frequency and power assumption is also
analyzed, obtained by DC and PP tools, respectively.

To conclude, the proposed design succeeds in providing a
considerable throughput for the DCT/IDCT in HEVC encoders
with a low-level cost in hardware resources.

V. CONCLUSION

In HEVC standard, a notation of TU is introduced with four
different sizes, resulting in at least two problems in the use
of DCT/IDCT. One is the changeable I/O format presented by
DCT/IDCT when dealing with TUs of different sizes, which
intensifies the nonconformity during the data exchange with
other modules. The other is the demand for high throughput
to traverse the vast possible TU partitions to find the best
one, which would be easily dragged by an inefficient data
exchange method. To solve this problem, a parallel-access
data mapping method based on single-port SRAMs has been
proposed in this brief. It could be applied to the data exchange
buffers around DCT/IDCT in HEVC encoders to fulfill a high-
throughput data exchange. Under TSMC 65-nm technology,

experimental results shows that it occupies a gate count of 42.7
K only, which saves 82% of the gate count when compared
with using registers or saves 58% when compared with multiple
memories.
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