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Abstract— Since the development of ultrahigh-definition video,
the huge bandwidth and power requirements of external memory
have hindered the development of video encoder applications.
Power constraints have become a particularly serious problem
for portable video codec systems. With high-rate configurations
[quantization parameter (QP) ≤ 22 in HEVC test model (HM)
reference software], the compression performance of the existing
lossless compression algorithms noticeably degrades, because the
reference frames are becoming rich of textures. On the other
hand, the mathematical analysis of this paper revealed that
more quantization noises can be endured by the texture-rich
area. Therefore, we develop an adaptive quantization-oriented
parallel lossy frame memory recompression algorithm. The
contributions of this paper include the following. First, a content-
aware adaptive quantization method is devised to achieve a
stable high compression ratio that does not deteriorate for
highly quality texture-rich pictures. When QP∈ [12, 22], a data
reduction ratio improvement of up to 14% is obtained compared
with the best lossless algorithm. Furthermore, it can reduce
the quality loss by 0.49–3.36 dB in terms of Bjøntegaard delta
peak signal-to-noise rate (BD-PSNR) compared with the fixed
length quantization method. Second, to solve the low throughput
problem caused by the pixel-grain prediction method, a parallel
directional prediction scheme is developed. It can double or
quadruple the throughput with a prediction accuracy loss of
only 1.7% or 3.3%, respectively. Using the above-mentioned
methods, bandwidth and memory requirements are reduced
up to 70.6% and 41.0%, respectively, with a corresponding
savings of 59.3% in the dynamic power consumption of the
off-chip dynamic random access memory, while the
BD-PSNR is −0.04 dB, or, equivalently, Bjøntegaard
delta bit rate (BD-BR) is 1.27%. Using TSMC
65-nm CMOS technology, the proposed frame memory
compressor and decompressor can achieve the throughputs of
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up to 2.89 and 2.26 Gpixels/s, respectively. It is applicable to
a Super Hi-Vision(8K)@68-frames/s real-time encoding with a
Level D reference data reuse scheme.

Index Terms— Frame memory recompression (FMR), High
Efficiency Video Coding (HEVC), lossy compression, low power.

I. INTRODUCTION

S INCE the beginning of the 21st century, video related
fields have been developing rapidly. Video definition has

dramatically increased, and new Quad Full High Defini-
tion (4K) and Super Hi-Vision (SHV, 8K) applications are
appearing all the time. The developments in the video field
require a new video coding standard with higher coding
efficiency to support the development of the higher definition
video. Therefore, High Efficiency Video Coding (HEVC) [1]
was developed by the Joint Collaborative Team on Video Cod-
ing. The HEVC can save the bitrate by 40%-50% compared
to H.264/AVC [2], especially for Ultra-High-Definition video.

Off-chip dynamic random access memory (DRAM) [3] is
used as frame memory due to its high integration density.
Bandwidth and power requirements are the two obstacles in
reference frame storage. By applying the data reuse scheme,
the bandwidth limitation can be ameliorated [4]. For example,
by applying the Level D data reuse scheme [5], the current
double-date-rate three (DDR3) technology meets the band-
width requirements of an 8K@60-frames/s video encoding
with a unique motion estimation reference frame. The power
requirements of DRAM have become a serious bottleneck
in encoder design, especially for portable video applications.
The dynamic power used by the DRAM consists of three
primary components, the internal read/write power, the IO
terminal power, and the activate power, which occupy 40.1%,
21.7%, and 38.2% of the total dynamic power, respectively [6].
Power can be reduced in the first two components when
the reference frame pixels are compressed. In contrast, acti-
vate power reduction depends on the higher utilization of
a row buffer in the DRAM, which requires the reference
frame compressor to provide a compression ratio of no less
than 50%.

To be compatible with the very large scale integra-
tion (VLSI) design, the reference frame compression algo-
rithm must possess the properties of low complexity and
high throughput. Intensive computational complexity and, par-
ticularly, high processing latency hinder the application of
traditional compression algorithms [7]. Extensive frame mem-
ory recompression (FMR) schemes can be classified in two
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main categories: lossless and lossy FMR schemes [8]–[15].
A lossless image compression architecture is proposed in [10]
that consists of differential–differential pulse coded modu-
lation (DDPCM) and Golomb–Rice coding. It achieves a
data reduction ratio (DRR) of 60.3%. A multimode DPCM
and averaging prediction & semifixed length entropy coding
(MDA & SFL) algorithm is proposed in [11], with an achieved
DRR as high as 61.9%. On the other hand, lossy reference
frame recompression algorithms capitalize on the insensitivity
of human eyes to small quality loss to further improve the
compression efficiency. Lee et al. [12] achieve a DRR of
no less than 50% at the cost of a 1.03-dB image quality
degradation. A mixed lossy & lossless (MLL) algorithm is
proposed in [13]. The lossy data are used only for integer
motion estimation (IME), while the original data will be
reconstructed and used for fractional motion estimation (FME)
and motion compensation (MC). The proposed MLL process
of [13] results in a −0.01-dB quality change in PSNR.
However, the truncated bits of the best match image block
must be retrieved from the external DRAM during FME
processing. This retrieval from the DRAM introduces long
latency between IME and FME, i.e., degradation of the overall
encoder throughput.

In our previous work [16], a lossless frame memory
compression algorithm consisting of pixel-grain prediction and
dynamic order unary/Exp-Golomb coding is proposed. How-
ever, the algorithm in [16] has the shortages of the unstable
compression ratio and the low processing throughputs. In par-
ticular, under the conditions of complex texture or high-rate
configurations, the amplitudes of the prediction residues in the
reference frames increase significantly and this behavior will
decrease the compression efficiency of our previous lossless
algorithm. In addition, due to data dependence, the prediction
speed of the previous compressor/decompressor is limited.
The maximum throughput of the previous decompressor is
merely 0.78 Gpixels/s.

Lossy compression algorithms apply a quantization
mechanism to reduce the entropy of prediction residues. The
quantization mechanisms in the existing lossy compression
algorithms are divided primarily into two categories: a fixed
length quantization mechanism and a target compression ratio-
oriented quantization mechanism [8], [12]. The quantization
on reference frames produces the additional noises, which
always degrade the coding quality of HEVC encoder. The
limitation of previous works stems from the indiscriminate
quantization strategy, which ignores the impact of picture
texture complexity on the coding quality loss of the HEVC
encoder. In fact, our mathematical analysis in Section II-A will
reveal that highly complex textures can tolerate more noises
than the homogeneous counterparts.

In this paper, we explore an image-context-oriented dynamic
quantization scheme for the lossy FMR to further improve
the reference frame compression efficiency, on the premise
that the overall encoding quality is maintained. In comparison
to our previous study [16], the contributions of this paper
include the following. We first design a content-aware adaptive
quantization method to further reduce the entropy of prediction
residues. This method can choose an appropriate reference

Fig. 1. High-level block diagram for the proposed compression system.

quantization length (RQL) for an image block based on its
original entropy quantity, and thus reduce the relative coding
quality loss of our lossy reference frame compression. A stable
high compression ratio and memory reduction ratio that are not
deteriorated by the highly quality texture-rich pictures can be
achieved. Second, we develop a parallel directional prediction
scheme to overcome the low throughput hindrance of our
original pixel-grain directional prediction method. Third, in the
VLSI design, we develop the lookup table circuits to imple-
ment the logarithm-based adaptive quantization algorithm,
which consequently reduces hardware cost by 45.3 k-gate
and improves the maximum frequency by 425 MHz.

The rest of this paper is organized as follows. The pro-
posed lossy FMR algorithm is described in Section II. The
VLSI implementation of the compression and decompression
modules is explained in Section III. Section IV presents
the experimental results. Finally, the conclusions are given
in Section V.

II. LOSSY FRAME MEMORY RECOMPRESSION

The reference pixels are used in the IME, FME, and MC
modules of the HEVC encoder. Reading the reference frame
has large bandwidth and power requirements, especially for a
multiple-reference-frame scheme. The proposed FMR scheme
aims to efficiently reduce the external memory bandwidth
and power requirements. When encoding low-resolution video,
small processing units are helpful in allowing for flexibility in
the choice of search window. Therefore, most existing FMR
algorithms adopt an 8 × 8 or 16 × 16 processing unit. For the
current DDR3, the IO width is 64 b, and the burst length (BL)
is 4 or 8. As the original 8 × 8 8-b pixel block is 512 b, only
a single burst is needed to transmit the uncompressed data
when the BL is 8. Therefore, the performance of an algorithm
using an 8 × 8 processing unit cannot be effectively used
to reduce the IO bandwidth. Based on the above-mentioned
analysis, the basic luma partition size is defined as 16 × 16,
and the corresponding chroma partition as 8 × 8 with
a 4:2:0 sampling format.

The high-level block diagram of our compression system
is shown in Fig. 1. The proposed reference frame codec
is responsible for the compression and the decompression
of reference frame image blocks. Section II-A describes
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the proposed content-aware adaptive quantization mecha-
nism. The parallel directional prediction scheme is explained
in Section II-B. Section II-C illustrates the dynamic kth-order
unary/Exp-Golomb coding method. Finally, the partition
group (PG) table-based compression storage scheme is
provided in Section II-D.

A. Content-Aware Adaptive Quantization Mechanism

In this section, we describe the content-aware quantization
algorithm. We first investigate the effect of quantization noise
stemming from lossy reference frame compression on the
HEVC coding quality. Next, we provide the dynamic RQL
scheme for the given coding quality constraints.

Let r(u, v) represent the discrete 2D DCT transform
coefficients of the prediction residues in the HEVC
coding, and r(u, v) is identified as a memoryless
signal. The discrete cosine transform (DCT) coefficients
are generally modeled as Laplacian distribution [17].
The literature [18] provided the approximated
rate–distortion (R-D) function of Laplacian source with
respect to the mean squared error criterion at the low
distortion. However, the universal R-D analytical expression
of Laplacian source with respect to the mean squared error
criterion is not obtained. On the other hand, the Gaussian
distribution is a proper approximation to the Laglacian one,
and furthermore, the explicit R-D function of Gaussian source
with respect to the mean squared error criterion has been
derived in [19]. In consequence, many studies [20], [21]
applied the Gaussian distributed DCT coefficients model to
do the quantitative analysis.

Based on the discrete stationary Gaussian source R-D func-
tion of R-D theory [19], the distortion D and the corresponding
rate R of each transform coefficient with respect to the mean
squared error criterion can be expressed as

⎧
⎨

⎩

D = min(σ,Srr(u, v))

R = max

(

0,
1

2
log2

Srr(u, v)

σ

)
(1)

where Srr(u, v) is the power spectral density of r(u, v). σ is
the quantization noise, which has the formulation σ = Q2/12
(Q is the quantization step in the HEVC encoder).

In our lossy reference frame recompression algorithm, the
RQL is l (l ∈ {0, 1, 2, 3}). That is, the lowest l bits of the
prediction residues (ε), which are generated by the parallel
directional prediction (to be described in Section II-B), are
discarded. In consequence, additional noise will be introduced
to the transformed prediction residues. Let �rr denote the
power spectral density of the noise from quantization in lossy
reference frame compression, and the corresponding distortion
and rate are formulated as

⎧
⎨

⎩

D̃ = min(σ,Srr(u, v) + �rr)

R̃ = max

(

0,
1

2
log2

Srr(u, v) + �rr

σ

)

.
(2)

There are two cases for the effect of �rr [22]. First, if
Srr(u, v) + �rr < σ , �rr will not have any adverse effect on
the rate cost. Second, if Srr(u, v)+�rr ≥ σ and Srr(u, v) �

Fig. 2. Analysis of prediction residues based on edge intensity in the 1D
domain (i , i + 1, i + 2, and i + 3 are the camera sensors).

�rr, with Taylor series, the difference in rate cost (d R̃) can

be described as d R̃ = �rr

Srr(u, v)
, where �rr = 22l/α (α is a

constant value). If d R̃ is assumed to be equal to β R, based
on the above-mentioned equations, we can deduce the value
of l (0 ≤ l ≤ 3) as

⎧
⎨

⎩

0 Srr(u, v) < σ
1

2
log2

(

γSrr(u, v) log2
Srr(u, v)

σ

)

Srr(u, v) ≥ σ
(3)

where γ = α · β/2. For one 16 × 16 partition, we get
one value of l. l is obtained in the encoding procedure
and stored as auxiliary information for decoding. It can be
observed that l increases with the prediction residue power
Srr(u, v). Therefore, the goal of this paper is to determine l
from the estimation of Srr(u, v). γ is defined based on
experimentation, which will be described in Section IV. The
value of Srr(u, v) depends on the future motion estimation
using the current block as the reference. That is, we cannot
derive the precise value of Srr(u, v) when compressing the
current block. However, we can estimate the amplitude of
Srr(u, v) from the textures and motions of the current block.
Based on Parseval’s theorem, we get

15∑

u=0

15∑

v=0

Srr(u, v) =
15∑

i=0

15∑

j=0

e2(i, j) (4)

where e(i, j) is the prediction residue. We analyze the impact
of edge intensity on the prediction residues in the 1D domain,
as shown in Fig. 2. ht (x) and ht−1(x) denote the signals
at time instances t and t − 1, respectively, and the motion
distance is dx . The spatial-continuous signals are sampled by
the camera sensors and the sampling interval is denoted as mx .
As seen in Fig. 2, the prediction residue e(i · mx) of pixel i
can be approximated as

e(i · mx) ≈ �x · h′
t (i · mx) (5)

where h′
t (i ·mx) is the edge gradient of ht (x) at the i th camera

sensor and �x is the displacement estimation error

�x = dx − round(dx/mx) · mx . (6)

Therefore, when blocks have more complex textures and
motions, the value of Srr(u, v) is increased accordingly.
Based on the above-mentioned analysis, we have divided the
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Fig. 3. R-D curve comparisons for the proposed content-aware adaptive and fixed length quantization mechanisms (simulation conditions: QP = 12, 17, 22,
27, 32, 37).

16 × 16 block into 64 2 × 2 subblocks, of which the edge
vectors are calculated as follows:

{
dxi, j = p2i,2 j+1 + p2i+1,2 j+1 − p2i,2 j − p2i+1,2 j

dyi, j = p2i+1,2 j + p2i+1,2 j+1 − p2i,2 j − p2i,2 j+1
(7)

where pi, j is the pixel value, and dxi, j and dyi, j represent
the edge strength in the vertical and horizontal directions of
a 2 × 2 block, respectively.

The motion vectors (−→mv i, j = {mvxi, j , mvyi, j }) represent
the motions of every 2 × 2 block. Meanwhile, to strengthen
the effect of the motion vector, we introduce two variables
�x and �y , which are defined as follows:

{
�x = (|mvxi, j | > 8)?2 : 1

�y = (|mvyi, j | > 8)?2 : 1.
(8)

Therefore, the approximate value of Srr(u, v), i.e.,
S̃rr(u, v), is expressed as

S̃rr(u, v) = 1

64

7∑

i=0

7∑

j=0

(

dx2
i, j

[
mod(mvxi, j , 4)

4

]2

�x

+ dy2
i, j

[
mod(mvyi, j , 4)

4

]2

�y

)

. (9)

From (3) and (9), we can calculate l as

l =

⎧
⎪⎨

⎪⎩

0 S̃rr(u, v) < σ

1

2
log2

(

γ S̃rr(u, v) log2
S̃rr(u, v)

σ

)

S̃rr(u, v) ≥ σ.

(10)

For high-rate configurations [quantization parameter (QP)
≤ 22 in HEVC test model (HM) reference software], the
reference frames have more complex textures and motions,
and the values of S̃rr(u, v) are increased accordingly. Seven
sequences are tested with different QP values to analyze the

TABLE I

AVERAGE VALUE OF RQL FOR DIFFERENT QPs

variation in RQL l, as shown in Table I. As the value of QP
decreases, the proposed quantization method achieves a larger
l to improve the compression performance.

Using the above-mentioned content-aware adaptive quanti-
zation mechanism, the proposed compression algorithm can
guarantee the image quality. The RD curve comparisons of
the proposed quantization mechanism integrated with the
HM15.0 model versus the original HM15.0 model and the
fixed length quantization mechanism are shown in Fig. 3.
As our algorithm provides almost the same coding efficiency
as the standard HM15.0 module, it is hard to distinguish the
proposed algorithm’s curves from the original ones in most
cases. The proposed quantization mechanism can significantly
reduce the quality loss compared with the fixed length quan-
tization mechanism for any of the three lengths. The detailed
analysis is provided in Section IV.

For the VLSI implementation, the logarithmic and floating-
point multiplication operations in (10) have a hardware cost
of 49.2 k-gate and only work at 96 MHz in the primitive
implementation scheme. In this paper, we propose a lookup
table scheme to realize the logarithmic operations in (10).
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Fig. 4. Pixel locations of parallel prediction. (a) Mode 0 (1 × 1 blocks).
(b) Mode 1 (2 × 1 blocks). (c) Mode 2 (2 × 2 blocks).

Fig. 5. Calculation of edge vectors for three modes. (a) Mode 0. (b) Mode 1.
(c) Mode 2.

To further reduce the hardware cost, in the edge strength calcu-
lation [as shown in (7)], we drop the three least significant bits
of the input pixels (pi, j ). The bit truncation scheme can reduce
hardware cost by 36.3% and improve the frequency by 15.7%.
The detailed implementation and the performance analysis of
our RQL decision module are described in Section III.

B. Parallel Directional Prediction

Many methods using intra prediction have been proposed
to reduce the energy of coded symbols in FMR algorithms.
However, most previous methods merely apply the horizontal
and vertical directions, which lower the prediction accuracy.
To gain a better prediction performance, additional angular
predictions are proposed in the literature [13]. The intra mode
is obtained from the HEVC encoder and used to reduce
mode decision computation. However, only the coding units
(CUs), which have carried out the intra coding, can supply
the information to the reference frame encoder. Therefore, the
CUs that skip the intra coding will undergo a complex mode
decision process.

To overcome the above-mentioned obstacles, this paper
proposes a self-contained parallel directional prediction. The
prediction directions of the current pixels are estimated by
their neighboring left and top pixels. To improve applicability,
as shown in Fig. 4, we propose three prediction modes,
which can predict one, two, and four pixels in each clock
cycle, respectively. For the proposed three prediction modes,
throughput is enhanced at the cost of a loss in prediction
accuracy. The user can trade off compression efficiency and
throughput based on the specific application scenario.

As shown in Fig. 4, the pixels in the yellow region use
horizontal or vertical prediction in the direction of the arrow,
while those in the sky blue region apply our directional
prediction method. As shown in Fig. 5, we estimate the predic-
tion angle of the current block from its left and top 2 × 2-pixel

Fig. 6. Reference pixel distribution for the current 2 × 2 pixel block
of Mode 2. (a) Normal case. (b) Special case (current block is in the last
column).

TABLE II

PREDICT PIXELS OF THE SEVEN CALCULATED DIRECTIONS IN MODE 2

blocks. For the current block, we define the corresponding
left and top neighboring edge vectors as 	Dl = {dxl, dyl}
and 	Dt = {dxt , dyt }, respectively, and the reference block
with the larger strength value is considered the final reference
candidate, i.e., 	D = {dx, dy}. Some cases (the second row
and the second column for Mode 0, and the second row for
Mode 1) only have one reference block, so the comparison
can be omitted. In 	D, dx and dy represent the edge strength
in the vertical and horizontal directions [as shown in (7)],
respectively. The edge direction of the current pixel can be
estimated by the ratio of dy to dx , namely, η( 	D) = dy/dx .
Seven prediction directions are stipulated on the basis of the
value of η [24]. To achieve the goal of low-complexity VLSI
implementation, the prediction angle (θ ) of the current block
is obtained by

θ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

45° if 0.5 < η( 	D) ≤ 2

67.5° if 2 < η( 	D) ≤ 4

90° if |η( 	D)| > 4

112.5° if − 4 ≤ η( 	D) ≤ −2

135° if − 2 < η( 	D) ≤ −1

157.5° if − 1 < η( 	D) ≤ −0.25

180° if − 0.25 < η( 	D) ≤ 0.5.

(11)

The reference pixel distribution for the current 2 × 2 pixel
block of Mode 2 is shown in Fig. 6. For a block in the last
column, as the reference pixels on the top-right do not exist,
p1,−1 is copied to fill the two blank positions. The prediction
pixels for the seven directions calculated in Mode 2 are shown
in Table II. If the prediction angle points at the middle of two
pixels, we calculate the prediction pixel by averaging the two
pixels; otherwise, we use the pixel located in the prediction
direction. The cases for Mode 0 and Mode 1 can be determined
accordingly.
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TABLE III

PREDICTION PERFORMANCE ANALYSIS IN TERMS OF SUM OF SQUARED
ERROR FOR ONE 16 × 16 LUMA BLOCK (QP = 32)

TABLE IV

SUM OF SQUARED ERROR OF THE PREDICTION RESIDUES
FOR DIFFERENT QPs. (MODE = 0)

Ten typical sequences (200 frames for each sequence,
QP = 32) are tested and the prediction performance analysis
in terms of sum of squared error for one 16 × 16 luma
block is shown in Table III. When compared with the original
vertical/horizontal prediction, Mode 0, Mode 1, and Mode 2
prediction schemes can reduce the error energy by 54.1%,
52.4%, and 49.2%, respectively.

There are complex textures in the reference frame for
high-rate configurations, and the amplitudes of the prediction
residues increase accordingly. The sum of the squared error
of the prediction residues for different QP values is shown in
Table IV. The experiments reveal that the energy of the predic-
tion residues increases noticeably for a low value of QP, which
will decrease the compression efficiency of FMR algorithms;
however, the proposed content-aware adaptive quantization
mechanism can mitigate this effect and achieve a stable
compression performance. The detailed analysis is described
in Section IV.

C. Dynamic kth-Order Unary/Exp-Golomb Coding

The adaptive order unary/Exp-Golomb coding is used as
our entropy coding algorithm. In particular, when given

TABLE V

UNARY/Exp-Golomb CODING WITH ORDER k ∈ {0, 1, 2, 3}

the order k, for the input value x , we have the quotient
q = x/2k and the remainder ω = x%2k . As the Exp-Golomb
coding has a poor compression performance when coding
small residues, we introduce the unary coding [25] to compress
small values. However, the basic Exp-Golomb coding [26]
cannot combine seamlessly with the unary coding. Therefore,
for the quotient part, we use the improved unary/Exp-Golomb
coding with a threshold of 4. That is, when q < 4, we use the
unary coding; otherwise, the improved Exp-Golomb coding is
applied. The remainder, ω, is transmitted following the coded
quotient. Examples with the values of order k ∈ {0, 1, 2, 3} are
illustrated in Table V. The underscore separates the quotient
part and the remainder part. If x 
= 0, the sign bit needs to be
transmitted after the remainder part.

In a manner similar to the pixel prediction process, we apply
the parallel directional prediction process to update the
k-order. Through simplification, we define four directions, and
the order ki, j of the current pixel is deduced from previously
coded pixels. The relationship between the prediction angle
and the order k in Mode 2 is shown in Table VI. The
prediction of order k in Mode 0 and Mode 1 can be deduced
accordingly. It should be noted that k ′

i, j is a fine-tuned value
of the adopted order ki, j . As described by (12), if the decoded
residue value xi, j is not in the optimal expression range, i.e.,
[2ki, j −1, 3×2ki, j ], we will adjust ki, j by −1 or +1 accordingly.
The value of k0,0 is defined as 1, which achieves a 0.2% DRR
increase compared with other counterparts [16]

k ′
i, j =

⎧
⎪⎨

⎪⎩

ki, j + 1 x ≥ 3 × 2ki, j (ki, j < 3)

ki, j 2ki, j −1 ≤ x < 3 × 2ki, j

ki, j − 1 x < 2ki, j −1(ki, j > 0).

(12)

Many all-zero-residue regions are found in the chroma
partitions, and this provides great potential for further improv-
ing the compression ratio. Based on this property, two com-
pression skip flags (CSFs), i.e., the partition CSF (PCSF) and
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TABLE VI

RELATIONSHIP BETWEEN THE PREDICTION ANGLE
AND THE ORDER k IN MODE 2

Fig. 7. Memory mapping and auxiliary information for the compression
partition. N = height × width/16/16. δ: number of PGs that can be stored
in the compression mode. PG offset: record the beginning address of the PG.
L0 and L1: RQLs of the two partitions. CSF: PCSF and BCSF of the chroma
components in a PG. Length: length of a compressed component in the units
of the IO bit width. Merge flag: indicate whether to use the compression
storage scheme.

block CSF (BCSF), are proposed in this paper. When the
PCSF is set, the 8 × 8 chroma partition is an all-zero-residue
partition. If the residues in one 4 × 2 block are all zeros, the
associated 1-b BCSF is set. By applying the CSF method, the
DRR of the chroma partitions can be increased an average
of 6.0% [16].

D. Partition Group Table-Based Compression Storage

Although the above-mentioned methods can achieve an
average DRR of over 70%, they still cannot contribute to the
memory storage optimization. Because of the varying DRR of
our algorithm, the compressed partitions cannot be addressed
linearly. A PG table-based storage method is proposed in this
paper to resolve the address mapping issues.

Every two horizontally adjacent 16 × 16 partitions compose
one PG. One dedicated PG table is assigned to each PG,
containing the auxiliary information of the two partitions used
for decompression. The memory storage mapping and the
auxiliary information are shown in Fig. 7. When the DRRs
of the two partitions in one PG are all no less than 50%, the
content of one PG can be stored in the space of one partition;
otherwise, space for two partitions is still needed. To allow
the decompressor to reduce the number of unnecessary data
read operations and to determine the optimal BL, the PG table
also provides length information. The original data are stored
when the DRR is less than 0. When the length value is equal to

the original length, the decompressor skips the decompression
process.

By applying the proposed storage scheme, our algorithm
can save external DRAM memory space and reduce the
frequency of the precharge and activate operations accordingly.
Over 38% of the dynamic power of DRAM is consumed by the
precharge and activate operations [6]. Therefore, the proposed
storage scheme is an efficient method of reducing the power
requirements of DRAM. The detailed analysis of the external
DRAM dynamic power is described in Section IV.

III. VLSI IMPLEMENTATION

Based on the aforementioned FMR algorithm, we develop
the associated VLSI implementation. Fig. 8 shows the
overall architecture of the proposed reference frame
compressor/decompressor.

A. VLSI Design of the Compressor

The reconstructed pictures from the HEVC encoder/decoder
are divided into 16 × 16 pixel partitions and are transmitted
to our compressor. To increase the clock speed, the encoder
engine is composed of three pipeline stages: 1) directional
prediction; 2) residue quantization; and 3) entropy encoding.
As the quantized residues are needed by the directional pre-
dictor to predict the direction of the next pixel block, data
dependence will seriously degrade the pipeline utilization of
the primitive scheduling method, as shown in Fig. 9(a). In the
primitive design, only one block is coded in every two cycles,
degrading the hardware utilization to 50%. In this paper, we
apply the interchange compression of Y odd block row and Y
even block row components, described in Fig. 9(b), and U - and
V -components, described in Fig. 9(c), to increase the pipeline
efficiency. With the proposed scheduling mechanism, 100%
hardware utilization can be achieved. The wave-front mode
is adopted in this paper to alleviate the dependence between
the Y odd block row and Y even block row components. The
compression process of the Y odd block row should be at least
two blocks in advance of that of the Y even block row.

The values of the previous k ′ should be buffered to obtain
the k value of the current pixel. In our design, by using the
wave-front mode, we can discard the k ′ values of the Y odd
block row that are no longer required by the Y even block
row, and the freed space can store the new k ′ value of the Y
even block row. Consequently, the buffer size is reduced to
(16 + 2) × 2 = 36 b.

For a fixed QP, the RQL l increases with S̃rr(u, v), as
shown in Fig. 10. As l is an integer value, we just need to
know the thresholds of S̃rr(u, v). In this paper, a lookup table
scheme is adopted to realize the logarithmic operations. Based
on the principle of rounding, we choose the values of S̃rr(u, v)
when l = 0.5, l = 1.5, and l = 2.5 (0,1, 1,2, and 2,3
in Fig. 10) as the thresholds. We can observe from Fig. 10
that the thresholds increase with high QP, and the thresholds
for QP = 22 − 37 are shown in Table VII. The bit truncation
scheme is also adopted in this paper to further reduce the
hardware cost. The performance analysis of the bit truncation
scheme is shown in Table VIII. The experiments show that the
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Fig. 8. Overall architecture of the proposed frame memory compressor/decompressor (the parameters in the figure are for Mode 0).

TABLE VII

THRESHOLD OF S̃rr(u, v) IN LOOKUP TABLE (γ = 0.0002)

bit truncation scheme achieves a decrease in an area of 36.3%
and an increase in a frequency of 15.7% when compared with
the primitive scheme for the RQL decision module, while the
average DRR degradation introduced by the bit truncation is
only 0.24%.

B. VLSI Design of the Decompressor

The decompressor is composed of four pipeline stages,
including: 1) data fetch; 2) entropy decoding and inverse
quantization; 3) reconstruction; and 4) directional prediction.
To shorten the critical path, the reconstructed pixels are first
written back to the register and then used for directional
prediction in the next pipeline stage, as shown in Fig. 11(a).
As the order k value in the data fetch stage of the current

TABLE VIII

PERFORMANCE ANALYSIS OF THE BIT TRUNCATION SCHEME.
(QP = 22, 27, 32, 37, MODE = 0, AND γ = 0.0002)

block (Yn) depends on the directional prediction result of
the previous block (Yn−1), the primitive schedule will lead
to bubbles in pipelining and degrade hardware utilization. In
every four cycles, only one block is decoded, and hardware
utilization is only 25%. To improve the pipeline efficiency,
the interchange decoding of Y odd block row, Y even block
row, and U - and V -components is adopted in this paper,
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Fig. 9. Processing schedule of (a) primitive compression architecture,
(b) proposed interchange architecture for luma components, and (c) proposed
interchange architecture for chroma components. Y0, Y1, and Y2: blocks
of Y -components. Yodd0, Yodd1, and Yodd2: blocks in Y odd block row.
Yeven0, Yeven1, and Yeven2: blocks in Y even block row. U0, U1, U2, V0,
V1, and V2: blocks of U - and V -components.

Fig. 10. Relationship between l and S̃rr(u, v). (a) QP = 22. (b) QP = 32.

as described by Fig. 11(b). By adopting the interchange
schedule, hardware utilization is enhanced to 100%.

To further improve the throughput, a two-parallel-
compressor (decompressor) structure is adopted in this paper,
which can simultaneously handle the two partitions in one PG,
as shown in Fig. 8. During the encoding, as the start address
of the first partition in the PG has been determined, the PG’s
coded data can be directly dispatched in 64-b granularity to
the memory controller [27]. However, the start address of
the second partition is unknown, because we do not know

Fig. 11. Pipeline optimization of the decompressor. (a) Primitive architecture.
(b) Proposed interchange architecture.

whether the compressed storage scheme could be applied
at the initial stage of the compression. In this paper, the
coded data of the second partition are temporally cached
in 64 b × 24 word SRAM (the blue block in Fig. 8), which is
half of the original partition size. As described earlier, if either
of the two partitions achieves a less than 50% DRR, the second
partition will be stored in the next partition space. Otherwise,
the two partitions can share one partition space. That is, if
overflow occurs when buffering partition 2’s output stream,
the start address of partition 2 is assigned to a separate space;
otherwise, not until the DRRs of partition 1 and partition 2
are known is the storage scheme decided.

IV. EXPERIMENTAL RESULTS

In this section, we first evaluate the compression perfor-
mance and DRAM power reduction of the proposed lossy
FMR algorithm. Thereafter, the throughput, the hardware cost,
and the power dissipation of our hardwired reference frame
codec are explained. Finally, comparisons of the proposed
architecture with previous designs are described in detail.

A. Compression Performance Analysis

The proposed method is conducted on HEVC reference
test model HM15.0 [28]. In this experiment, 26 typical video
sequences in classes A–F, seven HD sequences, and two 4K
sequences are tested to analyze compression performance.

The variable γ is an important factor affecting the quanti-
zation result. Four sets of experiments with different γ values
are run to analyze the compression performance of content-
aware adaptive quantization, as shown in Table IX. The coding
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TABLE IX

COMPRESSION PERFORMANCE OF CONTENT-AWARE ADAPTIVE QUANTIZATION (QP = 22, 27, 32, 37 AND MODE = 0)

TABLE X

COMPRESSION PERFORMANCE COMPARISON OF THE PROPOSED MODE 0
AND FIXED LENGTH QUANTIZATION MECHANISM (γ = 0.0002)

quality is measured by Bjøntegaard delta peak signal-to-
noise rate (BD-PSNR) and Bjøntegaard delta bit rate (BD-
BR). As the value of γ increases, the DRR of the reference
frame is increased, while the coding quality is degraded. For
instance, when γ = 0.0002, the average DRR is 71.34%
with BD-BR = +1.27%. In contrast, when γ is increased
to 0.02, the DRR grows to 72.98% at the cost of a BD-BR =
+11.43%. By adjusting the parameter γ , we can make a
tradeoff between compression efficiency and image quality.

After defining the parameter γ using the experiments
mentioned earlier, the content-aware adaptive quantization
mechanism has been determined. The mechanism is able to
further improve the compression efficiency of the lossy FMR
algorithm while maintaining the overall encoding quality.
The compression performance comparison of the proposed
quantization mechanism and the fixed length quantization
mechanism is shown in Table X. The fixed length quantiza-
tion mechanism can obviously improve the DRR; however,
it introduces unacceptable quality loss. The proposed quan-
tization mechanism reduces the quality loss by 0.49, 1.64,
and 3.36 dB in terms of BD-PSNR compared with the fixed
length quantization mechanism with three different respective
quantization lengths.

To support a variety of application scenarios, we propose
three prediction modes, which can process one, two, and four

TABLE XI

DRR OF THREE PREDICTION MODES

(QP = 22, 27, 32, 37 AND γ = 0.0002)

pixels in each cycle, respectively. The compression perfor-
mance figures are shown in Table XI. Mode 0 achieves the
highest DRR (70.61%), but can only process one pixel per
cycle. Mode 1 can double the throughput of Mode 0 with a
1.36% DRR decrease. Mode 2 quadruples the throughput of
Mode 0 at the cost of a 5.71% DRR decrease.

The compression performance comparisons of the proposed
algorithm and two other lossy algorithms in terms of DRR
are shown in Table XII. The proposed algorithm can achieve
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TABLE XII

COMPRESSION PERFORMANCE COMPARISON OF THE PROPOSED MODE 0
AND OTHER LOSSY ALGORITHMS (γ = 0.0002)

a 5.7%–21.5% DRR increase when compared with the other
algorithms.

Through the analysis of Tables I and IV, the amplitudes of
the prediction residues in the reference frames can be seen
to increase significantly for high-rate configurations, which
will decrease the compression efficiency of lossless algo-
rithms. The proposed lossy algorithm can mitigate the effect
and obtain a stable compression performance by increasing
the RQL l. Five typical and two 4K sequences are tested.
Table XIII illustrates the compression comparisons of the
proposed Mode 0, Guo et al.’s [11] and Lian et al.’s [16]
algorithms for different QPs. Taking as an example the
crowd_run sequence, the proposed algorithm can achieve
the DRR improvements of 1.41%–5.81% compared with
the previous lossless algorithms when QP = 37. When
the QP is decreased to 12, the improvements grow
to 11.48%–16.7%.

The HEVC profile Main15 supports videos with bit depths
beyond 8 b per sample (>24 bit per pixel), and one 10-b
sample (Y , Cb, or Cr) needs a 16-b storage space. Therefore,
the bit-depth extension wastes a large amount of memory space
and increases the bandwidth requirements. For sequences over
24 bit per pixel, if the average bit depth of one partition can be
compressed to 8 b, one 16 × 16 partition in our algorithm can
be stored in a (16 × 16 + 8 × 8 × 2) × 8-b region, instead
of occupying a (16 × 16 + 8 × 8 × 2) × 16-b area. The
bandwidth and memory requirements of the DRAM can be
significantly reduced. Our experimental results in Table XIV
reveal that 87.83%–96.73% of the partitions in 30-bit per
pixel video sequences can be compressed to the average 8-b
space, 4.76%–14.2% more than in our previous lossless algo-
rithm [16], with a quality loss of only −0.02 dB in terms
of BD-PSNR, and 19.5%–61.9% more than Guo et al.’s [11]
algorithm. On average, 94.46% of the partitions can be
saved in half of a partition space. Therefore, the number
of DRAM activate and precharge operations can be reduced
to 47.2%.

Our reference frame recompression algorithm also con-
tributes to a reduction in DRAM dynamic power consumption,

TABLE XIII

DRR OF THE PROPOSED MODE 0, GUO et al.’s [11] AND LIAN et al.’s [16]
ALGORITHMS FOR DIFFERENT QPs (LUMA ONLY AND γ = 0.0002)

and the CACTI simulator [29] is introduced to evaluate the
dynamic power usage of the DRAM with 1.5 V core and IO
voltages. The DRAM core structure is composed of multiple
identical banks that can be accessed simultaneously. The bank
is organized as a 2D array consisting of rows and columns.
The read and write accesses to the DRAM are burst-oriented.
The activate operation is used to select the bank and row to
be accessed and the data in the selected row are transmitted
to the row buffer. Then, the read and write operations select
the starting column address for the burst access. When the
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TABLE XIV

COMPARISONS OF THE PROPOSED MODE 0, GUO et al.’s [11] AND
LIAN et al.’s [16] ALGORITHMS IN THE COMPRESSION OF 30-BIT

PER PIXEL SEQUENCES (THE METRIC IS THE RATIO OF 16 × 16
PARTITIONS THAT CAN BE COMPRESSED IN (16 × 16 +

8 × 8 × 2) × 8-b MEMORY REGIONS, γ = 0.0002)

TABLE XV

VLSI IMPLEMENTATION RESULTS FOR THE COMPRESSORS AND

DECOMPRESSORS OF THE THREE MODES. (VOLTAGE = 0.9 V
AND TEMPERATURE = 125 °C)

desired data are not located in the activated row, the precharge
operation is used to save the current row data back to the
memory bank and close the activated bank and row. The
power consumed by the precharge and activate operations
accounts for 38.2% of the total dynamic power consumption
of the DRAM [30]. On average, our memory storage scheme
decreases the frequency of precharge and activate operations
by 41%. Accordingly, our experiments show that the proposed
method achieves DRAM dynamic power consumption savings
of 15.7%.

B. Hardware Implementation Analysis

The hardware implementation results are presented in this
section. Using TSMC 65-nm CMOS technology, the design
has been described using Verilog-HDL and was synthesized
by the Synopsys Design Compiler. IC-Compiler implements
the place and route jobs.

Table XV shows the VLSI implementation results for the
three modes’ compressors and decompressors. In the worst
working conditions (0.9 V and 125 °C), the compressor
achieves a 562-MHz clock speed with only 24.6-k-gate stan-
dard cells, while the decompressor consumes 29.5-k-gate
standard cells at a frequency of 578 MHz in Mode 0. For
Mode 1 and Mode 2, the hardware costs of the compressor
(decompressor) are increased to 33.6 k-gate (38.6 k-gate) and
51.4 k-gate (59.3 k-gate), respectively. For the decompressor
of Mode 2, the data fetch of four pixels in one block is a serial
process, extending the critical path. Therefore, the maximum

frequency of the decompressor is decreased to 424 MHz in
Mode 2. The compressor and decompressor consume 3.6 mW
(5.3 and 9.6 mW) and 4.4 mW (5.8 and 11.0 mW) of power,
respectively.

Comparisons of the hardware implementation of the pro-
posed lossy architecture with those of previous lossless and
lossy architectures are shown in Table XVI. Lee et al.’s [12]
work can obtain a fixed DRR of 50% and halves the memory
storage requirements. The indistinctive lossy compression to
the reference frame pixel in [12] results in the serious coding
quality loss (�PSNR = −1.03 dB). By applying the dis-
crete wavelet transform and set partitioning in hierarchical
trees (SPIHT) methods, a DRR of 65.3% with a −0.10-dB
image quality change is achieved in [14]. Because of its com-
plex transform and SPIHT coding, its clock speed is only 10
MHz and the throughput is as low as 4.5 Mpixels/s, which can
support only a common intermediate format (352×288)@30-
frames/s encoding. The MLL compression architecture in [13]
achieves a 67% bandwidth reduction by truncating the lowest
3 b of the pixels for the IME part, but for the FME and MC
parts, the original reference pixels are used and the bandwidth
reduction is only 29.4%. In addition, its hardware cost is
greater than other algorithms. The MDA & SFL compression
scheme in [11] achieves a good compression and hardware
performance. Throughput of as much as 3.13 (6.26) Gpixels/s
can be attained and the average DRR is 61.9%. Although the
previous algorithms achieve different amounts of bandwidth
reduction, they cannot reduce memory requirements.

Our previous lossless scheme [16] achieves a DRR of
68.5%, with the clock speeds of as much as 578 MHz for
the compressor and 599 MHz for the decompressor. The
throughputs of the compressor and decompressor are 1.54
and 0.78 Gpixels/s, respectively. As the frequency of read
access to the reference frames is much higher than that of
write access in the HEVC prediction core, the decompressor
throughput, rather than that of the compressor, creates the
bottleneck in the FMR architecture. The throughput of our
previous decompressor cannot meet the real-time encoding
requirements of SHV (8K) video, even with the Level D
reference data reuse scheme.

The highest DRR achieved by this paper’s proposed
method is 70.6%, which is 2.1%–20.6% higher than that of
its predecessors. By using the parallel processing method,
the throughput of up to 2.89 (2.26) Gpixels/s is obtained by
the compressor (decompressor), which is almost four (three)
times that of our previous decompressor. Both the proposed
lossy algorithm and the previous lossless algorithm [16]
can contribute to the memory storage optimization, but the
compression performance of the lossless algorithm is notice-
ably decreased for high-rate configurations. The analysis of
compression performance and DRAM dynamic power con-
sumption of the two algorithms is shown in Table XVII.
The experiments show that the proposed lossy algorithm can
achieve a stable DRR and memory space reduction that do not
deteriorate for high-rate texture-rich pictures. When QP = 12,
the improvements of 7.7% (6.5% and 2.7%) in DRR and
16.0% (13.6% and 11.3%) in memory space reduction are
achieved by our three mode lossy algorithms in comparison
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TABLE XVI

COMPARISONS OF THE PROPOSED ARCHITECTURE WITH PREVIOUS ARCHITECTURES (QP = {22, 27, 32, 37} AND γ = 0.0002)

TABLE XVII

COMPRESSION PERFORMANCE AND DRAM DYNAMIC POWER

CONSUMPTION ANALYSIS OF OUR PROPOSED LOSSY

ALGORITHM AND OUR PREVIOUS LOSSLESS
ALGORITHM (γ = 0.0002)

to our previous lossless algorithm [16]. Because of these
improvements, the dynamic power consumption is reduced
to 10.9% (9.2% and 6.0%) more by the proposed lossy
algorithm than by the previous lossless algorithm.

V. CONCLUSION

This paper presents a lossy FMR algorithm to reduce the
external bandwidth and power requirements of the HEVC
encoding. The algorithm consists of four parts: a content-
aware adaptive quantization, a parallel directional prediction, a
dynamic kth-order unary/Exp-Golomb coding, and a partition
group table-based storage scheme. As the QP is adopted
in the RQL decision, the proposed algorithm achieves a

stable high compression performance even in the high-rate
configurations. The experiments demonstrate that the savings
of 70.6% in bandwidth and 41.0% in memory requirements
can be achieved by our algorithm, reducing DRAM dynamic
power consumption by 59.3%. The quality change incurred
is −0.04 dB in terms of BD-PSNR. Using TSMC 65-nm
CMOS technology, our parallel processing architecture can
achieve the throughput of up to 2.89 and 2.26 Gpixels/s
for compression and decompression, respectively, sufficient to
perform SHV(8K)@68-frames/s real-time encoding with the
Level D reference data reuse scheme.
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