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Abstract—For the next-generation video coding standard Versatile Video Coding (VVC), several new contributions have been proposed to improve the coding efficiency, especially in the transformation operations. This paper proposes a unified 32 × 32 block-based transform architecture for the VVC standard that enables 2D Discrete Sine Transform-VII (DST-VII) and Discrete Cosine Transform-VIII (DCT-VIII) of all sizes. It mainly gives three contributions: 1) The N-Dimensional Reduced Adder Graph (RAG-n) algorithm is adopted to design the minimal adder-oriented computational units. 2) The storage of the asymmetric transform units can be realized in the dual-port SRAM-based transpose memory. 3) The pipelined 2D transformations of mixed block sizes are achieved with the throughput rate of 32 samples per cycle. The synthesis results indicate that this architecture can reduce area by up to 73.1% compared with other state-of-the-art works. Moreover, power saving ranging from 4.9% to 9.9% can be achieved. Regarding the transpose memory, at least 21.9% of the area can be saved by using SRAM.

Index Terms—Versatile Video Coding, transform, pipeline, DST-VII, DCT-VIII.

I. INTRODUCTION

VIDEO compression is very important in the reduction of the storage space of video data. The International Telecommunication Union (ITU) and the International Organization for Standardization (ISO) are jointly developing a new international video coding standard called Versatile Video Coding (VVC) [1]. VVC is expected to achieve 50% coding efficiency gain over the current video coding standard High Efficiency Video Coding (HEVC) [2] at the same level of video quality. It is worth noting that these superior coding performances are obtained at the expense of high computational complexity. In particular, one of the most frequently performed modules is the variable size transform computation.

VVC makes three changes in transformation operations: 1) Besides retaining Discrete Cosine Transform-II (DCT-II) adopted by HEVC, Discrete Sine Transform-VII (DST-VII) and Discrete Cosine Transform-VIII (DCT-VIII) are added as the new transform types. 2) Using different transform types in two (horizontal and vertical) transform directions is supported. 3) A more flexible block partitioning method is employed, which supports both asymmetric block sizes and symmetric block sizes.

Several low-cost hardware architectures have been developed for HEVC DCT-II in the past few years. For the trade-off between hardware cost and work efficiency, Shen et al. [3] proposed a mixture of multipliers and addition/subtraction operations to realize matrix multiplication. A unified architecture for all of the transform sizes was proposed by Meher et al. [4] using Chen’s algorithm [5]. A fast algorithm for eight-point integer transform was introduced by Sun et al. [6] to reduce the computational complexity. A cyclic memory organization and a reordered parallel-in serial-out scheme [7] were employed to reduce the hardware cost. Zhang and Lu [8] presented a fully parallel hardware architecture for an HEVC encoder, including transformation operations. By only calculating several pre-determined low-frequency coefficients of transform units (TUs), Kalali et al. [9] significantly reduced the computational complexity of DCT-II. A novel truncation scheme [10] was proposed to implement the approximated transform design. Ptaszkuk and Abramowski [11] introduced a computationally scalable algorithm for an intra encoder.

However, because of the differences of the transform sizes and types, the previous methods cannot be directly used in the VVC transforms. Several hardware implementations [12]–[16] for DST-VII/ DCT-VIII have been proposed. The 1D transforms of only small sizes (four-point and eight-point) were implemented by Kammoun et al. [12] and Ben Jdida et al. [13], respectively. Mert et al. [14] realized two different types of high-performance 2D transform hardware for 4 × 4 and 8 × 8 TUs. Kammoun et al. [15] and Garrido et al. [16] proposed a unified 2D transform architecture at the expense of many hardware resources. These designs were both FPGA-based designs, using either FPGA multipliers or DSPs. It is difficult to compare them with the ASIC-based designs.

Regarding the transpose memory, some effective storage schemes were described in the literature. The transpose memory proposed by Mert et al. [14] consists of eight SRAMs, each of which is 8 × 32 bits, which is enough to realize the transform up to the 8 × 8 block size. Chen et al. [17] and Sjövall et al. [18] exploited the same storage space to support the 32 × 32 transform. The only difference is the word width. Each word unit can store 4 points (4 × 16 = 64 bits) and 1 point (16 bits) respectively for [17] and [18]. An advanced diagonal storage strategy which enables data to be obtained parallelly was described in [19].
TABLE I

<table>
<thead>
<tr>
<th>Transform Type</th>
<th>Basis function $T_i(j), l, j = 0, 1, \ldots, N-1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCT-II</td>
<td>$T_i(j) = \frac{\pi \cdot i \cdot (2j + 1)}{N}$</td>
</tr>
<tr>
<td>DCT-VIII</td>
<td>$T_i(j) = \frac{\pi \cdot (2j + 1)}{4N + 2}$</td>
</tr>
<tr>
<td>DST-VII</td>
<td>$T_i(j) = \frac{\sin \left( \pi \cdot (2j + 1) \cdot (j + 1) \right)}{2N + 1}$</td>
</tr>
</tbody>
</table>

Source: Working Draft 4 of Versatile Video Coding [1].

This paper presents a high-performance hardware implementation for 2D DST-VII/DCT-VIII operations in VVC. The main contributions of this design are as follows. 1) **Minimal adder-oriented logical computational units:** To minimize the number of adders as much as possible, the N-Dimensional Reduced Adder Graph (RAG-n) algorithm [20] is adopted to design the logical computational parts of VVC transforms. 2) **Transpose memory supporting the storage of asymmetric blocks:** Dual-port SRAM is employed as transpose memory, and the storage of various asymmetric blocks can be realized by a diagonal scheme. 3) **A 32 \times 32 block-based pipeline operation:** The 2D transformations of mixed block sizes can be achieved in a pipeline, and 32 transformed coefficients can be calculated each cycle after a certain initial delay.

The rest of this paper is organized as follows. In Section II, the basic principles and algorithms are introduced. The proposed pipelined 2D transform architecture, including transpose memory, is described in detail in Section III. Section IV gives the experimental results and comparisons. Section V concludes this paper.

II. BASIC PRINCIPLES

A. The Transformation Operations in VVC

Since the transforms could eliminate the correlations among prediction residuals and concentrate the residuals’ energy, it is widely used in various image and video coding standards. HEVC uses DCT-II as the main transform function, and DST-VII is used for intra coding of a 4 \times 4 luminance component. Moreover, both the horizontal transformation and vertical transformation use the same transform type, and the TUs are symmetric blocks, containing 4 \times 4, 8 \times 8, 16 \times 16 and 32 \times 32 block sizes [2].

For the coding efficiency gain, VVC uses three transform kernels: DCT-II, DST-VII and DCT-VIII. Table I presents the different basis functions of the selected DCT/DST type. Meanwhile, the horizontal and vertical transformations may adopt different transform types. In the reference software (VTM4.0) [21], two additional flags are added for signaling the horizontal and vertical transform types. Additionally, a more flexible partitioning mode is adopted. This partitioning scheme ensures that asymmetric transform blocks (such as 16 \times 4 and 32 \times 8) are supported.

There is no doubt that these new strategies have significantly improved the coding performance, but they bring about a large amount of the computational complexity. In hardware design, the resource consumption is closely related to the computational complexity. Thus, it is desired to design a low-cost and high-performance hardware structure for transformation operations.

B. The RAG-n Algorithm

In some previous studies, Multiplierless Multiple Constant Multiplication (MCM) [20] was often used to design multiplier blocks by only adopting additions, subtractions and shifts. Due to the low hardware cost of shift operations, how to minimize the number of adders and subtractors is an important goal of MCM. RAG-n is a graph-based MCM algorithm that is dedicated to reducing the number of adders and subtractors. It requires a precomputed table of optimal Single Constant Multiplication (SCM) decompositions that are obtained by exhaustive search. First, we give some relevant definitions.

**Fundamentals:** A multiplier block implements the parallel multiplication by a given set of constants, which we call fundamentals.

**A-operation:** It performs a single addition or subtraction and an arbitrary number of shifts.

**A-distance:** The minimum number of extra A-operations required to obtain a fundamental.

**T:** The target set of constants.

**R:** A set of original fundamentals (the ready set).

**S:** A set of fundamentals that can be obtained by only one A-operation with the given initial constants.

**S^2:** A set of fundamentals that can be obtained by two A-operations with the given initial constants.

The target A-operation in RAG-n is $A_{\text{add}}$, which means that all of the targets T are first right shifted to become odd. The RAG-n heuristic considers three different cases, graphically illustrated in Fig. 1 and discussed thereafter.

1) **Optimal case.** If $T \cap S \neq \phi$, then there is a target in the successor set, and it is synthesized. If the entire set T is synthesized this way, then the solution is optimal, since it is impossible to use less than one A-operation for each odd target. Thus, this case is referred to as optimal.

2) **Heuristic case A.** If $T \cap S = \phi$ and $T \cap S^2 \neq \phi$, then there is a target at an A-distance of 2 from R. This target is synthesized along with the distance-1 intermediate fundamental.

3) **Heuristic case B.** If no distance-1 or distance-2 targets are available, then RAG-n synthesizes the target of least complexity using the precomputed optimal SCM table. In this case, three or more constants are synthesized.

If all of the coefficients can be synthesized in the optimal part, we can ensure that the number of adders is the least. Otherwise, the remaining coefficients are synthesized in the heuristic part, and the results are not guaranteed to be optimal.
III. PROPOSED PIPELINED 2D TRANSFORM ARCHITECTURE

The top-level structure for the pipelined 2D transform is illustrated in Fig. 2. It mainly consists of three modules: 1D row transform, 1D column transform and the transpose memory. These two 1D transform modules have the same structure, only with the different bit-width parameters. (The bit-width parameter is equivalent to the input data bit-width.) We assume that the bit-width parameters for the row transform and column transform are 9 and 16, respectively, as defined in the video coding standard. These three modules will be discussed in detail in our following paper.

A. 1D Transform

As we know, for all of the transform types, the 1D transform can be computed as follows:

\[ Y = T_N \cdot X^T \]  

(1)

In the expression above, X is a \( 1 \times N \) matrix with a row of the input frame, \( T_N \) is the \( N \times N \) integer transform coefficient matrix, and Y is an \( N \times 1 \) column matrix with the result of the 1D transform. The \( 4 \times 4 \) integer transform coefficient matrices are given below by (2) and (3) [1].

\[
\begin{align*}
DST - VIII_{4x4} &= \begin{bmatrix}
29 & 55 & 74 & 84 \\
74 & 74 & 0 & -74 \\
84 & -29 & -74 & 55 \\
55 & -84 & 74 & -29 \\
\end{bmatrix} \\
DCT - VIII_{4x4} &= \begin{bmatrix}
84 & 74 & 55 & 29 \\
74 & 0 & -74 & -74 \\
55 & -74 & -29 & 84 \\
29 & -74 & 84 & -55 \\
\end{bmatrix}
\end{align*}
\]

(2)

(3)

From the above DST-VII \( 4 \times 4 \) transform matrix (2), we can observe a feature that the data in the fourth column can be obtained by adding the data in the first and second columns, except for the second row. Similar features are also found in the \( 16 \times 16 \) and \( 32 \times 32 \) transform matrices. VTM4.0 has exploited this feature to simplify the computation and reduce the number of multiplication operations. For example, the first output can be obtained by (4) without the calculation of src3:84, where src0, src1, src2 and src3 are the inputs of the 1D four-point DST-VII transform module, and dst0 is the first output.

\[
dst0 = 29 \cdot [src0 + src3] + 55 \cdot [src1 + src3] + 74 \cdot src2 \]  

(4)

Moreover, another feature could be found that the first, third and fourth columns have the same coefficients only in different order and signs. In addition, the transform matrices of other sizes have such a feature. Therefore, we can design the Shift-Addition Units (SAUs) as the multiplier blocks which are used several times parallelly. To facilitate and unify the SAU designs, this paper does not employ the simplification strategy mentioned above. The SAUs are designed by employing the previously mentioned RAG-n algorithm, and SAU designs for various sizes are depicted in Fig. 3. Taking size 4 as an example, an SAU can realize four outputs (29, 55, 74 and 84) with one input \( x \) as indicated in Fig. 3 (a). It only consumes six additions and six shifts. Table II presents the number of additions and shifts required for the SAU designs of various sizes. Through the RAG-n algorithm, we can reduce the number of adders and subtractors as much as possible.

Additionally, we find that compared with the DST-VII matrix (2), DCT-VIII one (3) has the same coefficients but in inverse order for each row. Then, with only inversing the inputs order and assigning the appropriate outputs signs, we can easily benefit from DST-VII architecture in implementation of the DCT-VIII transform type with no additional computational complexity. However, because of the independence between the DST-VII/DCT-VIII transform matrices for different sizes, different structures are employed on the basis of transform sizes. Fig. 4 presents the generic structure of 1D DST-VII and DCT-VIII implementation for size \( N \), where \( N = 4, 8, 16, 32 \).

An N-point transform module consists of a mux, a set of SAUs (N SAUs) and an adder tree. To switch between DCT-VIII and DST-VII, we use a mux to choose whether the inputs are in a sequential order or a reversed order. Besides, the outputs are slightly different for different transform types. We control them by a select signal. When the select signal is equal to 0, we adopt DST-VII, and the inputs are reversed to the mux to calculate the outputs \( Y_0, Y_1, \ldots, Y_N \). When the select signal is equal to 1, DCT-VIII is employed, and the inputs are reversed to the mux to get the outputs \( Y_0, -Y_1, \ldots, Y_{N-1}, -Y_N \).

A set of SAUs are employed as the core computing units. For an N-point transform module, N SAUs are required, and the SAU type depends on the value of N. For example, a four-point transform module needs four 4-point SAUs. When calculating the outputs, we only need to select the corresponding results from SAU outputs and use the appropriate signs in the adder tree.

Actually, some other papers used the pixel parallelism of 32 pixels per cycle, such as [4], [9], [10] and [11]. Therefore, we employ the same parallelism in the proposed architecture. To meet the throughput rate of 32 samples per cycle and support the transformations of various sizes, many hardware resources are consumed. A 1D transform module consists of eight 4-point transform modules, four 8-point transform modules, two 16-point transform modules and a 32-point transform module (\( 4 \times 8 \) 4-point SAUs + \( 8 \times 4 \) 8-point SAUs + \( 16 \times 2 \) 16-point SAUs + \( 32 \times 1 \) 32-point SAUs).

B. Transpose Memory

As we know, the register array is not area efficient for large-size transpose memory; it is also not power efficient. Compared with the register array, it is a more cost-effective
approach to implement large-size transpose memory using SRAM. To implement the pipelined architecture, we need to read and write data simultaneously. Therefore, we employ the dual-port SRAM. However, the disadvantage of SRAM is that it can only be accessed in different banks. To get data parallelly, the data of each row or column must be stored in different banks. By this, data collisions could be avoided effectively.

To achieve the throughput rate of 32 samples per cycle, the transpose memory is divided into 32 banks. Meanwhile, this paper uses a diagonal scheme to get data parallelly. The intermediate results of row transformation are written into different SRAM banks and read out in a diagonal direction for column transformation. There will be some shift operations for realizing this diagonal strategy, and some similar schemes were reported in [3], [6], [7] and [14]. When the $4 \times 32$ size is taken as an example, the storage scheme is illustrated in Fig. 5. When the transformation of one row (32 samples) is done, the intermediate results are stored in one row of the transpose memory within 32 different banks. After four clock cycles (read/write throughput rate: 32 samples per cycle), the intermediate results of the $4 \times 32$ block are all stored in the transpose memory. To ensure that each column is in the diagonal direction, the data of the second row, the third row and the fourth row are move to the right by one, two and three word units, respectively, as depicted in Fig. 5.

The depth of SRAM is set to 64, and the word width is 16 bits. (assuming the width of an intermediate result is 16 bit, and one intermediate result is stored in one word unit.) All sub-blocks in the $32 \times 32$ range can be stored with the depth 32. To implement the pipelined architecture based on the $32 \times 32$ block range, we set the depth to 64.

In each Tr operation, we do WR and RD simultaneously. (The definitions of Tr, WR and RD are given below). By this interlaced reading and writing scheme, the row transformation and column transformation can be performed parallelly and the pipelined transform architecture could be realized.

1) Tr: The row/column transformations of all sub-blocks in the $32 \times 32$ block range.
2) WR: The intermediate results of the current $32 \times 32$ block range are written into the transpose memory within the address from 0 to 31 (from 32 to 63).
3) RD: The intermediate results of the last $32 \times 32$ block range are read out from the transpose memory within the address from 32 to 63 (from 0 to 31).

C. A Mixture of Different Transform Sizes in a Pipeline

To implement this pipelined architecture supporting mixed block sizes, we consider that the maximum size of a TU is
Fig. 5. Storage scheme in the case of $4 \times 32$ block (The numbers (1–32) represent that the column of the TU in which the intermediate results are stored in the transpose memory).

32 $\times$ 32 [1]. No matter how the TU is partitioned, each sub-block will be within the $32 \times 32$ block range. Therefore, we propose a $32 \times 32$ block-based pipelined architecture. Within this range, whether it contains a $32 \times 32$ TU, four $16 \times 16$ TUs, or $32 \times 8$ TUs, or other combinations, we first do row transform. When the row transformations of all of the sub-blocks in this range are completed, we start reading columns out from the transpose memory for column transformations. Meanwhile, all sub-blocks in the next $32 \times 32$ block range start row transform.

All of the previous studies use either the folded architecture or the unfolded architecture (1D row transform + transpose memory + 1D column transform) as presented in Fig. 2 to do the 2D transform [4]. There is no doubt that it is impossible to get a pipelined 2D transform in the folded architecture. As for the unfolded architecture, in some previous papers, such as [4], [6], [7] and [14], the pipeline operations were realized only when the input blocks had the same size. However, these papers did not explain for such case that the input blocks have different sizes (for example, the current block is $16 \times 16$, and the next block is $32 \times 32$). This causes that the second transformation either waits for data or gets a data reading collision as illustrated in Fig. 6(b) and Fig. 6(c). A perfect pipeline cannot be found. It is obvious that the input blocks have different sizes in the decoding process. Therefore, this paper proposes a mixed-sizes-oriented design. For a perfect pipeline, all sub-blocks (which have different block sizes) in the $32 \times 32$ range do not start the column transformations until their row transformations are all completed. More delays are introduced at the beginning, but after the initial delay, $32 \times 32$ transformed coefficients can be calculated each clock cycle, and the 2D transformation operations for all sub-blocks in a $32 \times 32$ block range can be completed every 32 clock cycles, as illustrated in Fig. 6(a).

For this design, the initial delays are 34 clock cycles: 32 cycles for inputting the 1,024 samples (as the throughput rate is set to 32 samples per clock cycle, 32 cycles are required to get all data in the $32 \times 32$ block range), 1 cycle for capturing the intermediate results and 1 cycle for storing them in the transpose memory. After 34 cycles, the column transformations are turned on, and the results of column transformations are output in pipeline with the throughput rate of 32 outputs per clock cycle.

D. Unified Transform Architecture for Three Transform Kernels

As described in [1], VVC adopted three transform kernels (DCT-II, DCT-VIII and DST-VII). Because of the differences between their basic functions and the differences in the transform sizes (DCT-II: 2–64, DST-VII/DCT-VIII: 4–32), it is difficult to design a unified architecture. However, the proposed 1D transform architecture can be easily extended to a unified one that contains the three transform types with only an additional DCT-II engine. We can use the existing architectures, such as [3], [4] and [7], as the DCT-II engine. This unified architecture is depicted in Fig. 7, and the right side depicts our design. Thirty-two points enter two engines for the transformation calculation, and the outputs are selected by the mux with a $sel$ signal.

IV. EXPERIMENTAL RESULT

We implemented the proposed designs in Verilog HDL. They were synthesized with Design Compiler using a TSMC 65 nm cell library at the clock frequency of 250 MHz. A fair comparison with other studies in the literature is quite difficult. Most studies focus on HEVC DCT-II, and there are few ASIC-based designs for the VVC transforms. For comparison, Table III lists the key parameters of state-of-the-art ASIC-based works, including the HEVC-related works ([3], [4], [7], [8]–[11]) and VVC-related literature [14]. A concept of normalized area (NA) is introduced to make a fair comparison, and NA is defined by the following equation.

$$\text{NA} = \frac{\text{Gate}}{\text{MaxThroughput}} = \frac{\text{Gate}}{\text{MaxFreq} \times Tp}$$
### Table III
Comparison of Different 2D Transform Hardware Designs Based on ASIC

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MAXFREQ</td>
<td>HEVC</td>
<td>HEVC</td>
<td>HEVC</td>
<td>JEM</td>
<td>VVC(VTM4.0)</td>
<td></td>
</tr>
<tr>
<td>Technology</td>
<td>ASIC 130nm</td>
<td>ASIC 90nm</td>
<td>ASIC 90nm</td>
<td>ASIC 90nm</td>
<td>ASIC 65nm</td>
<td></td>
</tr>
<tr>
<td>MAXFREQ (MHz)</td>
<td>350</td>
<td>187</td>
<td>312</td>
<td>345</td>
<td>250</td>
<td></td>
</tr>
<tr>
<td>GATE COUNT (pixels/cycle)</td>
<td>109.2</td>
<td>347</td>
<td>63.8</td>
<td>364</td>
<td>500</td>
<td></td>
</tr>
<tr>
<td>NA</td>
<td>156.00</td>
<td>57.98</td>
<td>102.24</td>
<td>49.42</td>
<td>62.05</td>
<td></td>
</tr>
<tr>
<td>Power Consumption (mw)</td>
<td>-</td>
<td>67.6</td>
<td>-</td>
<td>-</td>
<td>62.6</td>
<td></td>
</tr>
<tr>
<td>TRANSFORM UNIT (MxN)</td>
<td>M = N = 4, 8, 16, 32</td>
<td>M = N = 4, 8, 16, 32</td>
<td>M = N = 4, 8, 16, 32</td>
<td>M = N = 4, 8</td>
<td>M = 4, 8, 16, 32</td>
<td></td>
</tr>
<tr>
<td>Freq.</td>
<td>DCT-II</td>
<td>DCT-II</td>
<td>DCT-II</td>
<td>DCT-II</td>
<td>DCT-VIII, DCT-VII</td>
<td></td>
</tr>
<tr>
<td>Freq.</td>
<td>DCT-VIII</td>
<td>DCT-VII</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1) Note: JEM is an over-stage reference software from HEVC to VVC. Many effective algorithms are included in JEM. It is different from the current H.266/VVC.
2) SAU-based design: SAUs are designed as multiplier blocks to realize the matrix multiplications. 3) Multiplication-based design: It uses multipliers directly.

where MAXFREQ is the maximum frequency of the design, and Tp is the throughput within each cycle, which is equal to the pixel parallelism. Gate is the gate count of the logical calculation part. It can be seen from Table III that compared with [3], [7], [8], [9] and [11], our SAU-based design has obvious advantages. We present a unified 2D transform architecture that can realize DST-VII/DCT-VIII for various asymmetric block sizes with the high throughput of 32 pixels per cycle. In term of NA, our SAU-based design could save 11.4% area than the multiplication-based one. Particularly, up to 73.1% area can be reduced compared with [11]. However, the NA is slightly larger than those of [4] and [14]. This is because Meher et al. [4] used Chen’s decomposition algorithm [5] to get a unified 2D DCT-II transform architecture to reduce hardware resources. However, currently, no effective decomposition algorithms have been found for DCT-VIII and DST-VII. Although [14] had a smaller NA, the 2D transform could be achieved only up to the 8 × 8 block size. An approximated novel truncation scheme was adopted by Sun et al. [10], which made it possess the smallest NA with some loss in the coding performance. Regarding the power consumption, the SAU-based design can save energy by 7.4%, 4.9% and 9.9%, respectively, compared with [4], [9] and the multiplication-based design.

Additionally, considering that most of the existing designs for VVC transformation operations are based on the FPGA platform, we summarize some advanced work in Table IV. References [14]–[16] proposed some efficient architectures for five transform types. The 2D transformations for 4 × 4 and 8 × 8 TUs were performed in [14]. A unified architecture considering all asymmetric 2D block size combinations was proposed by Kammoun et al. [15]. A deeply pipelined high-performance architecture [16] was presented to implement the five transforms for symmetric blocks. For DCT-II, Chen et al. [17] proposed a methodology that can efficiently proceed 2D-DCT computation to fit internal components and characteristics of FPGA resources. Four algorithm adaptations and a fully parallel hardware architecture [8] were introduced for an HEVC intra encoder that includes the transform module.

The comparisons for the transpose memory designs are given in Table V. We can see that the area is reduced by 21.9% and 46.9%, respectively, by using SRAM, compared with that of [3] and the register array. To get a perfect pipeline, the transpose memory is divided into two areas (each of which can store 32 × 32 data). Read and write operations alternate.

![Fig. 7. Unified 1D transform architecture for VVC standard.](image-url)
than that of [7]. This makes our area much larger between these two areas). This makes our area much larger than that of [7].

V. CONCLUSION

This paper proposes a high-performance pipelined 2D transform architecture for DST-VII/DCT-VIII. For a perfect pipeline, a 32 × 32 range-based pipeline scheme is employed, and 32 transformed coefficients can be calculated per clock cycle after a certain delay. To reduce hardware cost, the RAG-n algorithm is adopted to design the multiplier blocks. The experimental results illustrate that the SAU-based design can save the area and power consumption by up to 73.1% and 9.9%, respectively, compared with other works. When SRAM is used, the memory area can be reduced by at least 21.9%.

This paper is aimed at DST-VII and DCT-VIII operations, and DCT-II is currently not considered. The proposed architecture can be easily extended to a unified one with an additional DCT-II engine. To further reduce the hardware cost, we will consider a reconfigurable architecture and the approximation scheme in the future so that the three transform types can share an architecture under the premise of ensuring the coding performance as much as possible.
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